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Abstract: In location-based augmented reality (LAR) applications, a simple and effective
authoring tool is essential to create immersive AR experiences in real-world contexts.
Unfortunately, most of the current tools are primarily desktop-based, requiring manual
location acquisitions, the use of software development kits (SDKs), and high programming
skills, which poses significant challenges for novice developers and a lack of precise LAR
content alignment. In this paper, we propose an intuitive in situ authoring tool with
visual-inertial sensor fusions to simplify the LAR content creation and storing process
directly using a smartphone at the point of interest (POI) location. The tool localizes the
user’s position using smartphone sensors and maps it with the captured smartphone
movement and the surrounding environment data in real-time. Thus, the AR developer can
place a virtual object on-site intuitively without complex programming. By leveraging the
combined capabilities of Visual Simultaneous Localization and Mapping(VSLAM) and Google
Street View (GSV), it enhances localization and mapping accuracy during AR object creation.
For evaluations, we conducted extensive user testing with 15 participants, assessing the task
success rate and completion time of the tool in practical pedestrian navigation scenarios.
The Handheld Augmented Reality Usability Scale (HARUS) was used to evaluate overall
user satisfaction. The results showed that all the participants successfully completed the
tasks, taking 16.76 s on average to create one AR object in a 50 m radius area, while
common desktop-based methods in the literature need 1–8 min on average, depending
on the user’s expertise. Usability scores reached 89.44 for manipulability and 85.14 for
comprehensibility, demonstrating the high effectiveness in simplifying the outdoor LAR
content creation process.

Keywords: location-based augmented reality (LAR); authoring tool; outdoor; VSLAM;
Google Street View (GSV); handheld augmented reality usability scale (HARUS)

1. Introduction
Location-based augmented reality (LAR) has emerged as a popular technology that al-

lows users to visually interact with their surroundings by embedding virtual objects into
real-world environments taken by mobile device cameras. This technology has wide
applications in various fields like tourism, education, navigation, and advertising [1,2].

To provide outdoor LAR features, a lot of tasks are necessary in order to map virtual
objects into real-world environments, such as location acquisitions, virtual content gen-
erations, AR object registrations, and database storing. Among them, generations and
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registrations of LAR contents present significant challenges, particularly for novice devel-
opers and non-programmers. Current mainstream methods for them to create immersive
AR experiences are heavily reliant on a wide range of software development kits (SDKs),
specialized tools, and extensive programming knowledge. These methods often require
a combination of desktop-based workflows, and multiple applications, such as Blender,
Unity, and Vuforia SDK, which makes AR content creation cumbersome, time-intensive,
and inaccessible to novice developers [3–5].

Several solutions for outdoor AR authoring tools have been developed as desktop
applications that require pre-mapping the environments or the programming contents
remotely from the actual AR locations. Although the tools, such as Unity with ARCore/ARKit
SDKs, are powerful, they have fundamental limitations in outdoor AR content creation.
They basically rely on fixed or pre-recorded environmental data, which does not account
for real-time outdoor variations and, consequently, will lead to discrepancies in object
alignments when developers deploy the AR contents in actual outdoor locations [6–8].

Recent advancements in cloud and computer vision techniques have driven progress
in AR anchor positioning, where consistent accuracy improvements have been observed.
Many mobile AR applications have been developed using the Visual Simultaneous Localiza-
tion and Mapping (VSLAM) technique [9,10].

However, VSLAM implementation is still limited in indoor scenarios due to the
main limitation of VSLAM, which is the necessity of a large image reference database.
Furthermore, VSLAM may face challenges in environments with low texture or repetitive
patterns, as it becomes difficult to identify unique features for tracking [11–13].

Previously, we have successfully overcome this limitation using the sensor fusion
approach, via the integration of VSLAM and Google Street View (GSV) [14]. This enhances
the user localization accuracy in outdoor settings. With the GSV imagery references and the
cloud-matching approach, it can minimize the necessity for a huge number of data points
stored in a dedicated server, which is commonly required in VSLAM implementations. Our
approach significantly enhances localization accuracy by utilizing both real-time visual
data from the environment and reference data from GSV, providing a hybrid model that
addresses the challenges of outdoor condition variables. Unfortunately, the implementation
of the VSLAM/GSV method in outdoor AR authoring tools is still underexplored.

In this paper, we propose an in situ authoring tool for outdoor LAR that enables
developers to directly create and store AR objects using their smartphones at the targeted
point of interest (POI) locations. The user story approach is used to capture user needs and the
proposed tool requirements. Unlike the mainstream desktop solutions, the proposed tool
leverages Visual-Inertial Sensor Fusion, and implements the VSLAM/GSV method to provide
intuitive authoring experiences in outdoor scenarios, addressing common challenges faced
in outdoor AR applications.

We investigate the feasibility and effectiveness of the proposed authoring tool through
comprehensive quantitative evaluations, including task success rate and task completion
time with 15 participants. The Handheld Augmented Reality Usability Scale (HARUS) is
employed to evaluate usability and satisfaction. The results show that all the participants
successfully completed the assigned tasks, confirming the effectiveness of the proposed
tool in the creation of outdoor LAR content.

The remainder of this article is organized as follows: Section 2 introduces related works.
Section 3 presents our previous works in this domain, the key technologies, the prototype
design, and the implementation of the proposal. Section 4 presents the experiment design,
the evaluation method, and testing scenarios of the experiment. Section 5 shows the results
and discusses their analysis. Finally, Section 6 provides conclusions with future works.
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2. Related Works in Literature
In this section, we provide an overview of key findings from related works relevant

to our proposed tool in this paper. By examining past studies, we aim to highlight the
significance of existing works, identify gaps, and contextualize how our research contributes
to this field.

2.1. Visualization Process in Outdoor LAR System

The basic principle of the LAR system is superimposing real-life environments with
virtual objects to provide related information [15,16]. Visual representations are essential
for users to explore data, identify patterns, make informed decisions, and present findings
effectively. Integrating computational tools for data visualizations and interactions in
AR environments significantly enhances users’ cognitive processes, enabling a deeper
understanding of information and its relationships [17,18].

In [19], Sadeghi et al. provide an in-depth review of current LAR technologies and
categorize them into two main types based on visualization methods: traditional marker-
based LAR and markerless LAR. Markerless LAR, also known as pervasive AR, extends
traditional LAR by creating adaptive, context-aware experiences that seamlessly blend
virtual and real-world elements. Unlike marker-based LAR, which relies on external
tracking aids such as fiducial markers, image targets, or 2D QR codes to obtain user initial
positions and display augmented content, markerless LAR offers immersive experiences
without relying on these supplementary materials [20–22]. By incorporating visual-inertial
sensors, our proposed authoring tool aligns with the principles of pervasive AR, enabling
continuous and adaptive content creation that integrates seamlessly with real environments.

In [23], Huang et al. describe that a LAR system is composed of multiple compo-
nents and substantial efforts are required to create comprehensive AR experiences. The
reconstruction of an environment can be achieved through various methods that involve
different technologies. Pre-defined virtual model configuration and setup can provide
additional layers of information. This process may use different interaction methods, such
as a desktop or mobile setting. In LAR applications, the process of aligning and matching
virtual objects with geographic locations and orientations of the real-world scene is called
geo-registration [24]. Figure 1 illustrates the general process of LAR geo-registration from
the POI location acquisition for the AR object generation.

Figure 1. Tasks and processes of AR experience creation in common outdoor location-based AR
solutions.

2.2. Authoring Tools in LAR System

Research surrounding LAR content creation tools have explored different approaches
to more intuitively create AR experiences. Researchers have developed various authoring
tools to assist authors in creating visualizations. In [25], the authors emphasize the impor-
tance of authoring tools to boost the mainstream use of LAR and highlight the importance
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of the usability and learning curves of existing authoring tools, a barrier that still exists in
the present day.

2.2.1. Desktop Authoring Tools in LAR System

Traditional desktop-based authoring tools are the mainstream LAR content creation
approaches used across various industries. In [26], Kruger et al. introduced a desktop-
based authoring tool, enabling users to enhance videos of physical environments with
virtual elements. Other desktop content creation tools support customizations by linking
3D models to specific fiduciary markers for tangible AR applications [27]. However, the
results indicate that such tools often face challenges related to complexity and inefficiency,
especially in scenarios that demand quick content adaptations and flexibility.

In [28], Nebeling and Speicher categorized authoring tools into five classes based on
factors such as fidelity level in AR/VR, skill and resource requirements, overall complexity,
interactivity, 2D/3D content capability, and scripting support. They pointed out significant
issues in existing desktop-based authoring tools, highlighting that their diversity and
complexity will create difficulties for both novice and experienced developers. The need
for multiple, heterogeneous, and complex tools to design AR applications adds further
challenges, even for skilled users.

In [29], Sicat et al. introduced DXR, a toolkit designed to help designers quickly
prototype immersive visualizations using both programmatic and graphical user interfaces.
However, it remains a desktop-based solution that follows a form-filling approach, which
may not be ideal for touchscreen devices. Additionally, DXR lacks the capability to extract
real-world information to support AR content creation.

2.2.2. Mobile Authoring Tools in LAR System

Current in situ prototyping tools enable users to create and modify applications
directly within their intended environments. This method holds particular relevance for
LAR applications, which depend on seamlessly integrating virtual content with physical
spaces. In [30], Zhu et al. introduced a mobile authoring tool called MARVisT, which
facilitates non-expert users in linking data with virtual and real-world objects. MARVisT
empowers users without prior visualization knowledge to bind data to real-world objects,
thereby transforming physical spaces with meaningful data representations. Markerless
AR tools, such as MRCAT [31] and CAPturAR [32], support users in placing and modifying
virtual objects within indoor environments in real-time.

In [33], Palmarini et al. introduced the Fast Augmented Reality Authoring (FARA)
system, which employs a geometry-based approach to create step-by-step AR procedures
for maintenance activities. This system operates in real-time on standard CPUs and can
enhance human performances in Maintenance, Repair, and Overhaul (MRO) tasks. However,
current implementations of FARA and similar systems are limited to indoor environments,
where localization and positioning methods differ significantly from those required for
outdoor applications.

2.3. Outdoor LAR Authoring Tool Localization Methods

In most cases, outdoor in situ LAR authoring systems presented in the literature utilize
the sensor fusion approach, which relies only on GPS and Inertial Measurement Unit (IMU)
sensors as localization methods. In [34,35], Mercier et al. introduced an authoring tool
called BiodivAR which utilizes geolocation data, computer vision, and inertial sensors for
location-based AR. Unfortunately, GNSS accuracy issues occurred, leading to imprecise
object placements and usability challenges, particularly in outdoor biodiversity education
contexts. In their research [36], Suriya et al. faced similar problems when they proposed an
AR tool that relies on GPS accuracy, such as inaccurate AR alignments, potential privacy
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concerns with camera access, and the need for robust device compatibility. In this regard, we
have utilized the VSLAM/GSV integration as a localization method to enrich the traditional
sensor-fusion object alignment issue.

3. Adopted Technology and Framework
In this section, we introduce our previous work on VSLAM/GSV in outdoor LAR

scenarios and other adopted frameworks used in this paper for completeness and better
readability.

3.1. Overview of VSLAM and GSV in LAR Implementation

Outdoor LAR applications rely on conventional smartphone sensor fusion methods,
such as the GPS and IMU, which often lack the accuracy needed for precise AR content
alignments. The Visual Simultaneous Localization (VSLAM) and Google Street View (GSV)
integration presents a state-of-the-art approach to enhancing the precision and accuracy of
AR applications in outdoor environments. By combining the real-time mapping capabilities
of VSLAM with the extensive visual reference database provided by GSV, our previous
research aims to improve the sensor fusion performance and the localization accuracy
in outdoor LAR scenarios. This integration offers an effective solution for mapping and
aligning AR contents with the real world, leveraging the strengths of both VSLAM and
GSV to deliver immersive and accurate outdoor AR experiences.

In [37], we compared the implementation performance of the VSLAM enhancement
with the ARCore engine both in Android native and Unity for the outdoor LAR navigation
system. The result showed that Android native offers better resource computation than
the Unity platform. Thus, we leverage the proposed authoring tool implementation with
VSLAM/GSV to support the outdoor scenario in the Android native environment.

In [14], our research demonstrated that integrating VSLAM and GSV significantly
improved the precisions of anchor points in outdoor location-based AR applications,
particularly under daylight conditions. Evaluation results highlighted that this combined
approach enabled efficient and reliable horizontal tracking of surface features in outdoor
settings, resulting in responsive and stable alignment with horizontal surfaces. Figure 2
illustrates the general workflow of how VSLAM operates in conjunction with GSV.

Figure 2. Block diagram of proposed localization method.
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In [38], we investigated VSLAM/GSV’s sensitivity to varying lighting conditions in outdoor
environments. By comparing our results with existing literature, we noted that understanding
how varying light conditions influence the surface and feature matching, alignment precision,
and pose estimation in the VSLAM/GSV approach is essential for optimizing AR experiences.
By analyzing the impact of ambient light on this vision-based approach, it becomes possible
to determine the minimum requirement for implementing VSLAM/GSV in the proposed
authoring tool.

3.2. Human-Centered Design Framework

In this paper, the Human-Centered Design (HCD) framework is adopted to explore
and reflect on LAR developer strategies to create, register, and develop AR experiences on
smartphone applications. HCD is an approach that focuses on understanding the needs
and behaviors of targeted users to ensure that the proposed solutions are designed not only
to be functional but also intuitive and accessible to the target users [39].

A user story is a key aspect of the HCD framework. It extends the traditional persona
concept by emphasizing the user’s needs in relation to the product. Recent studies indicate
that this strategy is an efficient way to quickly collect system requirements, expectations
of the system, and optionally, reasons why some features are urgently needed in the
system [40,41]. A user story should only capture important system requirements. To
generate a successful user story, we adopt INVEST (Independent, Negotiable, Valuable,
Estimable, Small, and Testable) standards in order to obtain reliable qualitative metrics [42].

4. Proposal of Visual-Inertial Sensor Fusion Outdoor LAR Authoring Tool
In this section, we introduce the steps for constructing user needs, the system design, and

the implementation strategies in this study for the proposal of the in situ AR authoring tool.

4.1. Requirements Elicitation

Based on previous research insights [43,44], 15 respondents participated in our ex-
periments. They were IT developers, students, and lecturers from Universitas Brawijaya,
Indonesia, and Okayama University, Japan, most of whom had experiences with LAR
development and understood the flow process of developing LAR applications. While
they were developing LAR solutions using the existing desktop-based framework, their
task achievements were monitored and observed. We also explored the points of view of
non-developers or novices, as well as previous works in the literature, to capture beneficial
feature requirements.

Using insights from respondents and a recent literature survey, we developed a user
story to capture user needs effectively. The simplified INVEST format used in this study is:
“As a <type of user>, I want <goal>, so that <some reason>”. Some ideas and obstacles from the
respondents can be summarized in Table 1.

Table 1. User story results.

No User Story

1

As a LAR author, I want a simple solution that can intuitively place virtual
objects on-site in the actual environment without requiring many software
platforms and extensive programming skills, so that I can focus on content
creation rather than technical configurations.

2
As a LAR author, I want to have an easy-to-understand authoring tool user
interface with real-time visual feedback and map view integrations, so that the
AR object creation, registration, and positioning can be faster.
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Table 1. Cont.

No User Story

3
As a LAR author, I want some predefined 3D assets installed on the authoring
tool, so that I can choose, reuse, or personalize the assets as AR objects for
specific Point of Interest (POI).

4
As a LAR author, I want the AR anchor placement control to be linked directly
with my smartphone’s orientation and movement, as well as GPS coordinates
so that I can flexibly and accurately place the AR object in the designated POI.

5
As a LAR author, I want a map view mode with the GPS integration that
shows the current position, POIs, and AR anchors on a map, so that I can easily
manage and visualize the spatial relationships between different AR objects.

6
As a LAR author, I want an undo/redo feature for AR object placements, so
that I can quickly correct mistakes or make experiments with different
placements without losing progress.

7
As a LAR author, I want the ability to add metadata (e.g., name, description,
tags) to each AR object, so that I can organize content and provide additional
context for users interacting with the AR scene.

8
As a LAR author, I want a real-time preview mode that allows me to
experience the AR scene as a user would, so that I can validate the placement
and appearance of AR objects before finalizing them.

Based on these insights, the current desktop-based solutions for LAR development
lack the integration of multimedia asset components and intuitive environments to inde-
pendently improve the AR content creation process.

4.2. Structural Design of Proposed System

In this study, the proposed authoring tool integrates hardware and software com-
ponents to provide an intuitive and contextually relevant outdoor AR content creation
experience. Figure 3 shows the structural design of the proposed LAR application.

Figure 3. Structural design of the proposed system.

4.2.1. Input

The primary input to the proposed tool is the user’s location, which includes the
GPS coordinates to provide real-time global positioning, ensuring that the AR content is
correctly aligned with the user’s physical surroundings. Additionally, visual data from the
camera feed, which captures the real-world environment for visual mapping, and inertial
data from the device’s IMU, consisting of accelerometer and gyroscope readings to track
movement and orientation, are used as input.
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4.2.2. Process

The AR engine layer serves as the core computational module of the proposed au-
thoring tool. It provides the software libraries, frameworks, and development kits. In this
paper, we use ARCore SDK for Android (version 1.39) to access and process sensor data,
map the user’s environment, and render 3D objects in real-time. The VSLAM module uses
visual mapping and feature tracking to detect key points in the camera feed, estimating
the user’s pose and aligning GPS coordinates. The processed data is then sent to the GSV
integration module for additional visual alignments. The refined pose information is used
in the VSLAM back-end module for trajectory corrections, loop detections, and global
pose optimizations to minimize localization drifts. Throughout this process, the proposed
LAR authoring functionality allows user-defined metadata input and visual adjustments,
ensuring the accurate placement of virtual objects within the environment.

4.2.3. Output

The output from this workflow is a refined user pose and localization in the outdoor
environment, with real-time visual feedback indicating its position relative to the physical
surroundings. In the application layer, user inputs, such as the POI location, object naming,
and metadata entry, play a crucial role in adjusting the AR object placement. The final AR
object position, along with its metadata, is stored in a structured format, making it possible
to reuse or share the AR anchor information.

4.3. LAR System Architecture

The proposed in situ authoring tool integrates various components and services to
support the creation of LAR content. At the hardware level, the system utilizes an Android
smartphone equipped with GPS and IMU sensors. The GPS provides the location data,
while the IMU tracks the device’s orientation and movement. The data collected by these
sensors are managed through the Sensor Manager API, which integrates the input from
different sources to provide a coherent user position and orientation. Figure 4 depicts the
detailed system architecture of the proposed LAR.

Figure 4. Proposed system architecture.
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4.3.1. User Position and Localization Module

The User Position and Localization module receives the input from the GPS and IMU
sensors, processed by the Sensor Manager API, to determine the initial user’s location and
orientation. This module integrates the VSLAM technology and data from multiple APIs
including Google Earth and Google Street View (GSV) services to enrich the geospatial data
and the visual image references to map the surrounding environment and localize the
smartphone position. It includes an event handler for managing user interactions and a
location provider for real-time positioning. This information then is used to update the AR
scene and anchor virtual objects based on the user’s movements.

4.3.2. AR Objects Module

The AR Objects module manages virtual elements that are integrated into the AR scene.
Each object is linked to the anchor point coordinate, which is computed using the user’s
location and orientation data. The coordinates are synchronized with cloud-based services
through Google ARCore’s Cloud Anchor API. The persistent data of AR content is stored on
the SEMAR server [45], which holds the anchor ID, latitude, longitude, altitude, heading,
and other related data of each created AR object. The Google ARCore SDK is employed as an
AR engine to generate virtual object visualization in real-world coordinates. Data transfer
between the smartphone and external services is facilitated by REST API communications,
while local data communications are used to handle internal processes within the device.

4.4. Localization and Mapping Method

The outdoor position and localization of LAR depend on three parameters: the hori-
zontal position (X-axis), the vertical position (Y-axis), and the heading of the user’s device
(Z-axis) [46,47]. The horizontal position refers to the device’s latitude and longitude coordi-
nates on the Earth’s surface. The vertical position refers to the height or the elevation of
the device above the reference point, typically the ground level. The heading refers to the
orientation or direction in which the device is pointing.

In the context of LAR, the transformation between the camera coordinate system
(user’s device) and the world coordinate system (physical environment) is crucial for
ensuring that augmented objects are correctly situated in the user’s real-world view. The
proposed LAR authoring tool works by using a combination of sensor data, geospatial
information, and VSLAM/GSV to create an AR object that is seamlessly integrated with the
user’s physical surroundings, providing immersive and contextually relevant experiences.
Figure 5 illustrates the methods and components that have been used to determine the
anchor point’s coordinates (position and axis).

Figure 5. Mapping concept of proposed localization.
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4.5. AR Object Placement Scenario

In the proposed AR authoring tool, the process of placing virtual objects begins with
the location acquisition, and then the selection of a 3D prefab from a list of preloaded
assets. Once a 3D prefab is selected, the authoring tool allows the user to map, control, and
configure the virtual object’s position and orientation using a mobile device equipped with
six degrees of freedom (6DOF) capabilities. The translation and rotation of the virtual object
in the AR scene are mapped from the smartphone’s movements and orientation changes.

4.5.1. 6DOF Object Placement Control and Mapping Process

The 6DOF tracking includes movements in three translational axes (X, Y, and Z) and
three rotational axes (roll, pitch, and yaw), allowing intuitive and precise application
controls via smartphone movements [48,49]. When the user moves the smartphone, the
IMU sensors (accelerometer and gyroscope) capture the movement and convert the data
into real-world spatial coordinates (Y, X, Z) in real-time. This mapping process involves
detecting the surface of the physical environment using the VSLAM module, which acts
as a reference plane or an anchor for the virtual object. Contact detections with the real-
world surface help constrain the movement of the anchored AR object, ensuring it aligns
accurately with the user’s environment.

Figure 6 illustrates how smartphone movement and orientation (roll, pitch, and yaw)
are translated into real-world spatial coordinates (X, Y, Z) for precise AR object placement
and rotation, with constraints based on the detected surface anchor. This technique allows
us to reduce the 3D positioning complexity by mapping the smartphone’s movement
directly to the virtual object’s location and orientation within the real-world environment.

Figure 6. AR object placement and configuration using smartphone movement scenario.

4.5.2. Smartphone Movement Control Scenario

The vertical (Y-axis movement) of an AR object is constrained to the ground or a
detected surface to maintain realism. By scanning the ground surface while fixing the
smartphone’s orientation, the AR system adjusts the height and size of the virtual object
relative to the surface anchor. This provides a consistent and stable vertical placement that
adheres to the detected real-world surfaces.

To move the AR object along the horizontal plane (X-axis), the smartphone’s roll
orientation is utilized. As the user tilts the device left or right, the authoring tool interprets
this as the horizontal translation, allowing the virtual object to slide smoothly in the
corresponding direction. This mapping ensures that a user can control the horizontal
positioning of the AR object by simply rolling the smartphone.

The depth movement or translation along the Z-axis is managed using the smart-
phone’s pitch. Tilting the device forward or backward translates the virtual object deeper
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or closer to the user’s point of view. This control allows the intuitive manipulation of the
virtual object’s depth, simulating the natural movement into the 3D space based on the
device’s inclination.

4.6. Prototype Implementation

Figure 7 depicts the user interface for the phases of location acquisition, AR object
creation, and registration in the authoring tool.

Figure 7. User interface samples of the proposed system. (a) 2D map interface. (b) VSLAM detecting
surface for vertical position in AR scene. (c) Preloaded AR object selection. (d) POI registration.

The prototype of the proposed authoring tool is implemented to offer an intuitive user
experience for creating and managing AR objects in outdoor LAR navigation scenarios.
When users launch the application, the initial interface presents a map view displaying
all points of interest (POIs) that contain existing AR objects, which are retrieved from a
centralized database. This map-based interaction provides users with a clear overview of
the AR-enhanced locations around them. Users are provided the option to either view and
interact with available AR objects at a particular POI or to add a new POI with AR content
(Figure 7a).

Upon selecting or creating a new POI, this app transitions to the AR authoring scene,
where users can place, manipulate, and configure AR objects using preloaded 3D navigation
prefabs. This authoring process leverages the mobile device’s 6DOF capabilities, allowing
intuitive controls over the object’s placements in the real-world coordinate system based
on the smartphone’s orientations and movements. The VSLAM technology is used to map
the environment and localize the user position. In this context, a visual representation of
detecting and processing the vertical positioning data using the VSLAM in the system is
displayed with overlaid featured points on image frames as shown in Figure 7b.

The proposed tool also provides a selection menu for users to choose the preloaded
navigation visual assets based on their preferences, such as arrow forward, turn left, turn
right, and destination, as shown in Figure 7c. It is noted that a recent study suggests that
the intuitive authoring tools should have this feature [50]. Once the AR object is correctly
positioned, users can finalize the placements and save the configurations of all related POI
information in the database, as shown in Figure 7d.

5. Evaluation Scenario and Results
In this section, we provide detailed discussions of the experimental design and the

evaluation procedure, outlining the methodology used to investigate the feasibility of the
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proposed visual-inertial AR authoring tool in outdoor LAR systems. The rationale behind
selecting the participants, the data collection process, and the result analyses performed to
evaluate the system are elaborated upon.

5.1. Experimental Design

We employed a non-equivalent control group design to evaluate the usability and
effectiveness of the proposed visual-inertial AR authoring tool. The same 15 participants as
in the Requirement Elicitation phase were involved here, consisting of both experienced AR
developers and novices. Each participant was asked to complete a series of task scenarios
that were designed to assess their abilities to create pedestrian navigation AR objects using
the proposed tool.

In [51], Nielsen suggests that 15 users is often a sufficient number to uncover most
usability issues while balancing the cost–benefit ratio of conducting usability tests. Figure 8
illustrates the sufficient number of participants in the testing and usability study.

Figure 8. Correlation between the probability of usability issues found and the number of partici-
pants [52].

The participants were categorized into two groups: Group A (experienced developers)
and Group B (novices). Group A consisted of ten participants aged 22–35, with more
than 3 years of experiences in AR development. Group B included five participants aged
21–30, with less than 1 year experience in AR development. Following an introductory
session, each participant was given 10 min to complete the task scenarios with the tool’s
interface and functionalities in a controlled outdoor environment. Descriptive statistics
were employed to analyze the data, providing insights into the effectiveness of the proposed
tool for creating AR objects. The success rate and the completion time were used as the
performance metrics to evaluate the system. After completing all the tasks, the participants
filled out a post-study questionnaire to assess the overall usability of the proposed authoring
tool. The experimental design flow is depicted in Figure 9.

5.2. Hardware Setup for Evaluation

In this phase, to minimize the adaptation time and accurately simulate the real deployment
conditions, the LAR authoring tool was installed on the participant’s smartphones with a
minimum Android 9.0 operating system. Each testing smartphone had the GPS, camera, and
IMU sensors enabled, and an active Internet connection. To ensure consistency across all
testing sessions, a standardized schedule and data collection scenario were established for
good lighting conditions, allowing optimal visibility and realism during outdoor evaluations.
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Figure 9. Experimental design of user testing.

5.3. Testing Locations and Environments

This study conducted evaluations in diverse outdoor scenarios to verify the experiment
result. Five urban settings at Okayama University, Japan, and Universitas Brawijaya,
Indonesia, were used for testing locations, including specific university buildings, student
dormitories, and common public areas such as parking areas. We also chose the testing
locations based on GSV service availability. The choice of diverse outdoor environments
aimed to emulate real-world conditions where authoring tool applications will be commonly
used by people. The performance investigations were conducted in good natural light
conditions at different time intervals.

5.4. Data Collection and Procedure

Usability testing is a widely recognized method for assessing and validating software
quality [53–55]. To evaluate the effectiveness of the visual-inertial AR authoring tool, we
conducted a two-phase usability testing protocol. In the first phase, 15 participants, com-
prising both experienced AR developers and novices, engaged in direct user testing with
the proposed tool. Each participant was tasked with completing specific scenarios designed
to simulate real-world AR object creations, as seen in Table 2. Upon completion of the test-
ing scenarios, the participants filled out the HARUS questionnaire to quantitatively assess
various dimensions of usability, including ease of use, efficiency, and overall satisfaction.
Each testing location was carefully prepared, ensuring GPS data and GSV services were
available. The testing session was conducted between 10:00 AM to 5:00 PM to ensure the
availability of proper lighting conditions.

While the active participants were carrying out the tasks, their behaviors were ob-
served, and any issues that arose or were experienced by the users were noted. Data on
the anchor location, the success rate, the number of AR objects created, and completion
times were collected at each testing session. The anchor location represented the designated
coordinate (latitude and longitude) for the AR POI to be placed. The data were sent to the
SEMAR server [45] for further analysis. This process was repeated over 15 participants,
providing a comprehensive understanding of the performance of the authoring tool with
the VSLAM/GSV implementation. This iterative testing approach with the usage of various
devices allowed for more rigorous evaluations of the system performance in real-world
outdoor environments. The testing environments where participants used the proposed
tool are depicted in Figure 10.



Electronics 2025, 14, 342 14 of 22

Table 2. User testing task scenario.

No Task Description

1 Start the app.

2 Enter the authoring object menu.

3 Acquire the user position as the initial POI’s anchor location.

4 Follow the instructions that appear on the application screen.

5 Freely explore the tool by creating AR object data visualizations with
pre-loaded object datasets from point A to point B (max 50 m in average radius).

6 Check and confirm the created AR objects.

7 Register the created AR object data to the database.

Figure 10. Images when participants completed tasks.

5.5. Post-Test Survey and Questionnaire

Handheld AR applications may face unique challenges compared to the desktop
approach, such as limited input options and narrow camera fields of view that can hinder
usability [56]. Upon completing all the tasks, each participant was asked to complete a
post-study survey using the HARUS to measure the usability level of the proposed tool.
HARUS is a usability assessment tool specifically developed to evaluate the usability of
handheld AR applications. The HARUS questionnaire typically consists of 16 positively
and negatively stated statements that are designed to assess different aspects of usability
for AR applications. The first set of eight statements correspond to manipulability, and the
second set of eight statements correspond to comprehensibility. Manipulability statements
emphasize control and interaction ease, whereas comprehensibility statements focus on user
understanding and clarity [57]. The series of HARUS statements used in this study are
shown in Table 3.

5.6. Success Rate and Completion Time Result

Table 4 provides a comprehensive overview of participant performance during the
user test, presenting the levels of effectiveness and efficiency of the proposed authoring
tool. This table includes the success rate, the completion time, and the average time needed
for each AR object creation.
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Table 3. The 16 statements of HARUS used in this study.

No Manipulability Aspect

1 I think that interacting with this application requires a lot of hand movement effort.
2 I felt that using the application was comfortable for my arms and hands.
3 I found the device difficult to hold while operating the application.
4 I found it easy to input information through the application.
5 I felt that my arm or hand became tired after using the application.
6 I think the application is easy to control.
7 I felt that I was losing grip and dropping the device at some point.
8 I think the operation of this application is simple and uncomplicated.

Comprehensibility Aspect

9 I think that interacting with this application requires a lot of mental effort.
10 I thought the amount of information displayed on the screen was appropriate.
11 I thought the information displayed on the screen was difficult to read.
12 I felt that the information display was responding fast enough.
13 I thought that the information displayed on the screen was confusing.
14 I thought the words and symbols on the screen were easy to read.
15 I felt that the display was flickering too much.
16 I thought that the information displayed on the screen was consistent.

Table 4. Summarized respondent performance for the proposed authoring tool.

Respondents
Have LAR

Development
Experiences

AR Objects Creation Performance

Complete
Assignment

Completion
Time (Second)

# of AR Objects
Created

Time/Object
(Second)

R1 Yes Yes 235 15 15.67
R2 Yes Yes 182 10 18.2
R3 No Yes 146 8 18.25
R4 Yes Yes 356 21 16.95
R5 Yes Yes 120 7 17.14
R6 No Yes 216 11 19.64
R7 Yes Yes 280 17 16.47
R8 No Yes 167 9 18.56
R9 Yes Yes 203 14 14.5
R10 Yes Yes 177 12 14.75
R11 Yes Yes 239 16 14.94
R12 No Yes 261 14 18.64
R13 Yes Yes 168 11 15.27
R14 Yes Yes 280 19 14.74
R15 No Yes 212 12 17.67

Mean ± σ 16.76 ± 1.70

The respondent data were divided into two groups with and without prior LAR
development experiences, enabling an analysis of how background knowledge affects the
task efficiency. All the participants (R1–R15) completed the assignment, with completion
times ranging from 120 to 356 s, and the number of AR objects created varying from 7 to
21. This resulted in the average time per object of 14.5 to 19.64 s, reflecting the participants’
adaptability when creating the AR content.

The mean time per AR object was approximately 16.76 s, with a standard deviation of
σ = 1.70 s, indicating consistent performances among participants. Notably, the persons
without prior LAR experiences (R3, R6, R8, R12, and R15) were able to complete the tasks
successfully, achieving an average time comparable to that of the experienced participants.
This suggests that the authoring tool is user-friendly and suitable for both novice and
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experienced developers. The low standard deviation further indicates a uniform learn-
ing curve and consistent interaction, highlighting the tool’s effectiveness across varying
expertise levels.

In contrast, according to recent research on AR authoring tool performance, creat-
ing a simple 3D model with full AR functionality on a traditional desktop authoring
tool takes 1–8 min on average. The time depends on the user’s expertise and the tool’s
complexity [33,58,59]. This result represents a significant improvement in speed over tra-
ditional desktop tools, underscoring the advantage of using an intuitive, mobile interface
equipped with six degrees of freedom (6DOF) object placement scenarios.

5.7. Usability Level Result

Each statement in HARUS (see Table 3) is rated on a 7-point Likert scale, where 1
represents “Strongly Disagree” or the lowest usability score, and 7 represents “Strongly
Agree” or the highest usability score. For positively stated statements, a higher response
score (close to 7) indicates better usability. For negatively stated statements, a lower
response score (close to 1) indicates better usability. Each statement’s contribution score
from the user response ranges from 0 to 6. The overall HARUS score is calculated by
dividing the sum of the final scores from every statement by the highest possible score of
96 and multiplying the result by 100 [57,60]. Equation (1) shows the Final Usability Score
(FUS) calculation formula.

Final Usability Score (FUS) =
(

∑n
i=1 CSi

n × 6

)
× 100 (1)

where:
n = number of questionnaire statements;
UR = user response;

CS = contribution score

UR − 1, if positively stated question;

7 − UR, if negatively stated question.

Figure 11 displays the HARUS scores across the two main usability components: com-
prehensibility and manipulability, along with the overall HARUS score. The interpretation of
HARUS score is similar to the SUS score [61]. The usability adjective ratings are visually
distinguished by bands indicating “OK” (50–70), “Good” (71–85), and “Excellent” (>85) [62].

5.7.1. Overall Usability Level

In general, the values for the overall HARUS score (87.50 for experienced and 86.88
for no prior experience) confirms the proposed tool’s high usability level in delivering a
user experience that is equally satisfying for both technical and non-technical users. The
minimal variability across these scores also suggests that the proposed tool’s design has
effectively minimized the learning curve, making it highly accessible and providing a
consistent experience, regardless of the user’s background. In the comprehensibility category,
the proposed tool scored 85.14 across all the participants, indicating excellent usability
and ease of understanding for both experienced and non-experienced participants. For
manipulability, the average score was 89.44, which is also within the “Excellent” range,
demonstrating that all the participants found the interaction mechanics highly intuitive.
The average overall HARUS score was 87.29, indicating broad intuitiveness and accessibility
across different levels of technical expertise.



Electronics 2025, 14, 342 17 of 22

Figure 11. HARUS scores by group.

5.7.2. Comprehensibility Value Insight

Experienced participants scored slightly higher than participants without prior develop-
ment experiences in comprehensibility category (85.63 vs. 84.17), suggesting that their familiarity
with the technology may provide a slight advantage in understanding AR interactions quickly.
However, the difference is small, implying that this application’s design supports intuitive
experiences that even non-technical users can grasp without significant barriers.

5.7.3. Manipulability Value Insight

In terms of manipulability, participants with no prior experiences slightly outperformed
the experienced ones (89.58 vs. 89.38). This small but notable difference could suggest that
non-technical participants find the interface control and interaction methods straightfor-
ward, so they can quickly adapt to the proposed tool’s application flows. On the other
hand, experienced participants’ familiarity with the mainstream AR authoring tools might
lead to a preference for more complex control features, which could explain the slightly
lower score in manipulability.

5.7.4. Participant Feedback and Comments

Qualitative feedback indicated that the participants valued the intuitive design of the
proposed tool. Most of the participants gave similar comments in favor of the tool, supporting
the results. They commented with sentiments such as “It provides easy-to-follow application flows
with natural smartphone gesture controls for AR object creations”, and “It turns the real world into
a canvas, allowing me to create and experience the AR contents simultaneously”. One participant
(R4) stated, “The prototype is very intuitive, but having more predefined 3D assets would be helpful”.
Another (R8) noted that “I’m not an AR developer guy, but the app’s features made it easy to figure
out how to create an AR object. An onboarding screen would improve the initial user experience”.
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5.8. Discussion

The results from our experiments demonstrate that all the participants, regardless of
their levels of experiences, were able to successfully create and integrate the AR objects us-
ing the proposed tool. Additionally, the high usability scores measured by HARUS confirm
the effectiveness of the proposed tool in facilitating rapid AR object creations intuitively.

When an AR object is created in situ, authors can see, understand, edit, and preview
the AR visualization designs at POI locations physically. These features are critical in a
LAR authoring tool, because they can allow authors to experience their generated creations
within the physical environments, like users or consumers would [63]. When authoring
with a desktop, authors cannot experience the creations as if they are in the targeted POI,
so they cannot discover and correct issues during the creation process.

This result aligns with the previous research that highlights the benefits of mobile AR
tools in promoting faster prototyping and more user-centric interactions. Table 5 compares
the key features among previous related outdoor mobile LAR authoring tools and our
proposed tool.

Table 5. Comparative evaluations between proposal and related studies.

Work
References Key Technology Localization

Method

Real-Time
Environment

Mapping

Sensor
Fusion

Capability

VSLAM
Tracking

6DoF Object
Placement

Control

In Situ AR
Data

Customization

Average
Drift
Error

(Meters)

BiodivAR
[34,35]

A web
cartographic tool.

GNSS, RTK,
and IMU × ✓ × × × ±11

i-Tracker
[64]

Motion tracking
and learning

correction feature.

Depth-
sensing

camera and
IMU

✓ ✓ × × × ±1

Huang
et al. [23]

Rotation
estimation based

on the geographic
north vector and

the gravity vector.

RTK-GPS,
visual data,

and IMU
✓ ✓ ✓ × × ±2

Our
Proposal

Visual-inertial
sensor fusion with

the GSV image
reference.

VSLAM/GSV,
GNSS, and

IMU
✓ ✓ ✓ ✓ ✓ ±1

The results also represents a significant improvement in speed over traditional desktop
tools, underscoring the advantage of using an intuitive mobile interface equipped with
six-degree-of-freedom (6DOF) tracking and the AR object placement. The reduction in object
creation time can be attributed to the direct manipulation capability provided by intuitive
smartphone control, allowing users to place the virtual contents naturally.

The promising implications of the proposed tool are in its potential to democratize
AR content creations and open the possibility of crowd-sourced LAR developments. By
lowering the barrier to entry and enabling individuals with minimal programming expertise to
contribute, the proposed tool can empower a larger pool of users to generate AR content easily
and create a community-driven repository of LAR data that can be stored and accessed in a
shared database. The scalability and collaborative nature of this approach could change how
AR data is gathered, expanding applications in fields like tourism, navigation, and education,
where real-world contexts enhance user engagement and information delivery.

Since the proposed authoring tool is still in the preliminary stage, the provided
preloaded 3D assets for AR content are limited to navigation guidance purposes (direction
arrows and target destinations). Due to the limited number of participants in this study,
future research should include larger, more balanced samples to enhance the reliability and
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generalizability of the findings. Additionally, future studies should investigate how this
tool can be integrated into larger systems that support crowdsourced AR content, includ-
ing potential mechanisms for data validation, synchronization, and security. Exploring
how this community-driven approach can be used to create expansive, interactive, and
dynamic AR ecosystems will be crucial in achieving the full potential of crowd-powered
AR developments.

6. Conclusions
This study presents an innovative authoring tool designed to simplify the process

of creating AR objects, making AR development accessible even to novices without prior
experiences. Evaluation results showed that users at varying levels of expertise could
complete tasks efficiently, with an average time per AR object of 16.76 s, which is much
faster than conventional desktop tools. The time efficiency observed with the proposed
tool indicates its high potential to democratize AR content creations by making it accessible
to users without extensive technical expertise. Unlike desktop platforms, where users
need to navigate complex software interfaces and perform multiple manual adjustments
to achieve precise placements, the in situ mobile-based approach simplifies tasks through
touch and motion-based controls. The usability testing with HARUS confirmed high levels
of comprehensibility and manipulability. However, given that the proposal is still in its
preliminary stage, the predefined 3D assets available for AR content are currently limited
to navigation guidance. Future works will focus on enhancing the tool’s capabilities to
support more complex outdoor LAR objects and tasks, further development of the features
that facilitate crowdsourced AR content creation, and conducting larger-scale studies to
validate and expand the findings.
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AR Augmented Reality
LAR Location-based Augmented Reality
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GSV Google Street View
HARUS Handheld Augmented Reality Usability Scale
GPS Global Positioning System
IMU Inertial Measurement Unit
GNSS Global Navigation Satellite System
HCD Human Centered Design
DOF Degree of freedom
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