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ABSTRACT

In July 2020, 0.011% by mass of gadolinium (Gd) was loaded in the Super-Kamiokande (SK) detector to
improve the neutron-tagging efficiency, and the SK-Gd experiment started. The SK-Gd experiment is aiming
to achieve the world’s first observation of the diffuse supernova neutrino background (DSNB). One of the
main backgrounds in the SK-Gd DSNB search is the atmospheric neutrino-oxygen neutral-current quasielas-
tic scattering (NCQE) reactions. In order to estimate the NCQE events precisely, we must understand the
number and energy of deexcitation gamma-rays and the number of neutrons by the nucleon-nucleus interac-
tions in water (secondary interactions). So far, the secondary interaction model based on the Bertini Cascade
model (BERT) was the only choice in the SK detector simulation. However, now other secondary interac-
tion models like the Binary Cascade model (BIC) and the Liège Intranuclear Cascade model (INCL++) are
available.

Using 552.2 days of data from August 2020 to June 2022, we performed the comparison of secondary
interaction models using atmospheric neutrino events and the measurement of the atmospheirc neutrino-
oxygen NCQE cross section in the energy range from 160 MeV to 10 GeV. First, we compared the distri-
butions of reconstructed Cherenkov angle, visible energy, and the number of delayed signals for the three
secondary interaction models. The results suggest that the evaporation model used in BIC and INCL++ re-
produces the observed data better than that used in BERT for all distributions. Moreover, we measure the
NCQE cross section to be 0.74 ± 0.22(stat.)+0.85

−0.15(syst.) × 10−38 cm2/oxygen in the energy range from
160 MeV to 10 GeV, which is consistent with the atmospheric neutrino-flux-averaged theoretical NCQE
cross section and the measurement in the SK pure-water phase within the uncertainties.

Now we continue the observation with a 0.03% Gd-loaded SK detector, the phase known as SK-VII. By
combining about three years of data in SK-VII, the statistical uncertainty will be half of this work, and the
secondary interaction models will be able to be verified more precisely. Furthermore, the evaporation model
can be determined at 5σ by combining about four years of data in SK-VII. Once the evaporation model is
determined, the systematic uncertainty of measured NCQE cross section is significantly reduced.
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1

1 Introduction

1.1 Neutrino

Neutrinos, which are Fermions with spin of 1/2, are classified as leptons that do not participate in the
strong interaction in the Standard Model (SM) of the particle physics. Moreover, neutrinos do not have
charge. Therefore, neutrinos interact with other particles only via the weak interaction1, and are difficult to
observe. The name ”neutrino” was named by E. Fermi in 1933 [2]. The name comes from the ”neutral” that
means the zero charge, and ”ino” that means small in Italian. Currently, we know that there are three flavors
of neutrinos: electron neutrino, muon neutrino, and tau neutrino.

The existence of neutrinos was suggested by W. Pauli in 1930 [2]. Once, the energy spectrum of the
electron emitted by the beta decay was expected to be the line spectrum. However, in 1914, J. Chadwick
found that the energy spectrum was not the line spectrum but the continuous spectrum [3]. To explain the
continuous spectrum of the electron reported by Chadwick, Pauli claimed that an unknown particle with
spin of 1/2 and zero charge is emitted in the beta decay in addition to an electron. In 1956, more than 20
years after Pauli proposed the existence of neutrinos, (electron anti)neutrinos produced in nuclear reactors
were discovered by F. Reines and C. Cowan [4]. In 1962, muon neutrinos were discovered in the accelerator
experiment by L. Lederman, M. Schwartz, and J. Steinberger [5]. In 2001, tau neutrinos were discovered in
the DONUT (Direct Observation of NU Tau) experiment [6].

1.2 Neutrino oscillation

In the SM, the neutrino mass was assumed to be zero [1]. However, in 1998, the evidence for the neutrino
oscillation was discovered in the Super-Kamiokande and it was proved that the neutrino mass is not zero [7].
Neutrino oscillation is a phenomenon that the flavor of neutrino changes while the neutrino passes through a
space.

Here, the neutrino oscillation in vacuum is considered. The flavor eigenstate |να⟩ is represented by the
superposition of the mass eigenstate |νi⟩,

|να⟩ =
n∑

i=1

U∗
αi |νi⟩ , (1.1)

where n (= 3) is the number of neutrino species and U is a 3× 3 unitary matrix, called the Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) mixing matrix. This matrix consists of four independent parameters (three

1Gravitational interaction can be ignored because gravitational constant (magnitude of the gravitational interaction) is so
tiny. Gravitational constant, Fermi coupling constant (magnitude of the weak interaction), fine-structure constant (magnitude
of the electromagnetic interaction), and strong coupling constant (magnitude of the strong interaction) are 6.708 83(15) ×
10−39 ℏc (GeV/c2)−2, 1.166 378 8(6)× 10−5 GeV−2, 7.297 352 5693(11)× 10−3, and 0.1180(9), respectively [1].
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mixing angles, θ12, θ23, and θ13, and one phase angle δCP),

U =

 1 0 0

0 c23 s23
0 −s23 c23


 c13 0 s13e

−iδCP

0 1 0

−s13eiδCP 0 c13


 c12 s12 0

−s12 c12 0

0 0 1


=

 c12c13 s12c13 s13e
−iδCP

−s12c23 − c12s23s13e
iδCP c12c23 − s12s23s13e

iδCP s23c13
s12s23 − c12c23s13e

iδCP −c12s23 − s12c23s13e
iδCP c23c13

 , (1.2)

where cij ≡ cos θij and sij ≡ sin θij . After traveling a distance L (≃ ct for relativistic neutrinos), the flavor
eigenstate evolves as

|να(t)⟩ =
n∑

i=1

U∗
αi |νi(t)⟩ , (1.3)

where |νi(t)⟩ = e−iEit |νi(0)⟩ (Ei is the energy of the neutrino mass eigenstate νi). At that time, the
probability of being observed as the flavor eigenstate |νβ⟩ is

Pαβ = | ⟨νβ|να(t)⟩ |2 =

∣∣∣∣∣
n∑

i=1

n∑
j=1

U∗
αiUβj ⟨νj |νi(t)⟩

∣∣∣∣∣
2

. (1.4)

Here, neutrinos are relativistic, thus pi ≃ pj ≡ p ≃ E. Therefore, Ei can be approximated as

Ei =
√
p2i +m2

i = pi

√
1 +

m2
i

p2i
≃ pi

(
1 +

m2
i

2p2i

)
≃ E +

m2
i

2E
. (1.5)

Using Equation (1.5) and the orthogonality of the mass eigenstates, ⟨νj |νi⟩ = δij , Equation (1.4) can be
expressed as

Pαβ = δαβ − 4

n∑
i<j

Re[UαiU
∗
βiU

∗
αjUβj ] sin

2Xij + 2

n∑
i<j

Im[UαiU
∗
βiU

∗
αjUβj ] sin 2Xij , (1.6)

where

Xij =
(m2

i −m2
j )L

4E
≡

∆m2
ijL

4E
= 1.267

∆m2
ij

eV2

L/E

m/MeV
. (1.7)

For a simpler example, the neutrino oscillation between two neutrino species in vacuum is considered.
The relationship between flavor eigenstates and mass eigenstates can be expressed as(

|να⟩
|νβ⟩

)
=

(
cos θ sin θ

− sin θ cos θ

)(
|ν1⟩
|ν2⟩

)
=

(
cos θ |ν1⟩+ sin θ |ν2⟩
− sin θ |ν1⟩+ cos θ |ν2⟩

)
. (1.8)

From Equation (1.8), (
|ν1⟩
|ν2⟩

)
=

(
cos θ |να⟩ − sin θ |νβ⟩
sin θ |να⟩+ cos θ |νβ⟩

)
. (1.9)
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Assuming that |να(0)⟩ = 1 and |νβ(0)⟩ = 0, after traveling a distance L (≃ ct for relativistic neutrinos), the
flavor eigenstates evolve as

|να(t)⟩ = cos θ |ν1(t)⟩+ sin θ |ν2(t)⟩
= cos θ × e−iE1t/ℏ |ν1(0)⟩+ sin θ × e−iE2t/ℏ |ν2(0)⟩
= e−iE1t/ℏ cos θ{cos θ |να(0)⟩ − sin θ |νβ(0)⟩}+ e−iE2t/ℏ sin θ{sin θ |να(0)⟩+ cos θ |νβ(0)⟩}
= e−iE1t/ℏ cos2 θ + e−iE2t/ℏ sin2 θ, (1.10)

|νβ(t)⟩ = − sin θ |ν1(t)⟩+ cos θ |ν2(t)⟩
= − sin θ × e−iE1t/ℏ |ν1(0)⟩+ cos θ × e−iE2t/ℏ |ν2(0)⟩
= −e−iE1t/ℏ sin θ{cos θ |να(0)⟩ − sin θ |νβ(0)⟩}+ e−iE2t/ℏ cos θ{sin θ |να(0)⟩+ cos θ |νβ(0)⟩}
= −e−iE1t/ℏ sin θ cos θ + e−iE2t/ℏ cos θ sin θ

= sin θ cos θ(−e−iE1t/ℏ + e−iE2t/ℏ). (1.11)

At that time, the probability of being observed as the flavor eigenstate |νβ⟩ is

Pαβ = | ⟨νβ(t)|να(0)⟩ |2

= | sin θ cos θ(−eiE1t/ℏ + eiE2t/ℏ)(cos2 θ + sin2 θ)|2

= (sin θ cos θ)2(−eiE1t/ℏ + eiE2t/ℏ)(−e−iE1t/ℏ + e−iE2t/ℏ)

=

(
1

2
sin 2θ

)2

[2− {ei(E2−E1)t/ℏ + e−i(E2−E1)t/ℏ}]

=
1

4
sin2 2θ

{
2− 2 cos

(E2 − E1)t

ℏ

}
=

1

4
sin2 2θ × 4 sin2

(E2 − E1)t

2ℏ(
∵ 2− 2 cos

(E2 − E1)t

ℏ
= 2− 2

{
cos2

(E2 − E1)t

2ℏ
− sin2

(E2 − E1)t

2ℏ

}
= 2− 2

{
1− 2 sin2

(E2 − E1)t

2ℏ

}
= 4 sin2

(E2 − E1)t

2ℏ

)
= sin2 2θ sin2

(E2 − E1)t

2ℏ

= sin2 2θ sin2
(
m2

2 −m2
1

2E

ct

2ℏc

)
(∵ Equation (1.5))

= sin2 2θ sin2
∆m2

21L

4Eℏc

= sin2 2θ sin2
(
∆m2

21

eV2

L/E

m/eV

eV ×m

4× 1.9733× 10−7

)
= sin2 2θ sin2

(
1.267

∆m2
21

eV2

L/E

m/MeV

)
= sin2 2θ sin2X21 (∵ Equation (1.7)). (1.12)

While the probability of being observed as the flavor eigenstate |να⟩ is

Pαα = 1− sin2 2θ sin2X21. (1.13)

Next, the neutrino oscillation between two neutrino species (νe and νµ) in matter is considered. In matter,
all flavor neutrinos are affected by the potential due to its neutral-current interactions, while only electron
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neutrinos are affected by the potential due to its charged-current interactions with electrons. Therefore,
Equation (1.8) and Equation (1.9) change as(

|νe⟩
|νµ⟩

)
=

(
cos θM |νM1 ⟩+ sin θM |νM2 ⟩
− sin θM |νM1 ⟩+ cos θM |νM2 ⟩

)
, (1.14)(

|νM1 ⟩
|νM2 ⟩

)
=

(
cos θM |νe⟩ − sin θM |νµ⟩
sin θM |νe⟩+ cos θM |νµ⟩

)
. (1.15)

Assuming that |νe(0)⟩ = 1 and |νµ(0)⟩ = 0, the probability of being observed as the flavor eigenstate |νµ⟩
after traveling a distance L (≃ ct for relativistic neutrinos) is

Peµ = sin2 2θM sin2XM . (1.16)

While the probability of being observed as the flavor eigenstate |νe⟩ is

Pee = 1− sin2 2θM sin2XM . (1.17)

Here,

M2
1 =

m2
1 +m2

2

2
+
√
2GFNeE

−1

2

√
(∆m2

21 sin 2θ)
2 + (∆m2

21 cos 2θ − 2
√
2GFNeE)2, (1.18)

M2
2 =

m2
1 +m2

2

2
+
√
2GFNeE

+
1

2

√
(∆m2

21 sin 2θ)
2 + (∆m2

21 cos 2θ − 2
√
2GFNeE)2, (1.19)

∆M2
21 ≡ M2

2 −M2
1 =

√
(∆m2

21 sin 2θ)
2 + (∆m2

21 cos 2θ − 2
√
2GFNeE)2, (1.20)

sin2 2θM =

(
∆m2

21 sin 2θ

∆M2
21

)2

, (1.21)

XM = 1.267
∆M2

21

eV2

L/E

m/MeV
. (1.22)

In Equation (1.18) to Equation (1.22), M1 and M2 are the effective neutrino masses in matter, GF is the
Fermi coupling constant, and Ne is the electron number density in the medium. In a medium with varying
density (Ne), sin2 2θM becomes largest when

∆m2
21 cos 2θ = 2

√
2GFNeE. (1.23)

The effect that the oscillation probability changes significantly with density is called the Mikheyev-Smirnov-
Wolfenstein (MSW) effect. Details about neutrino oscillaitons in matter are summarized in Ref. [1, 8].

From the above calculation, it can be seen that the neutrino oscillation can be described by six parameters
(θ12, θ23, θ13, ∆m2

21, ∆m2
32, and δCP). These parameters can be measured by observing the oscillation

phenomena of solar neutrinos, atmospheric neutrinos, reactor neutrinos, and accelerator neutrinos. Table 1.1
shows the three-neutrino mixing parameters and δCP [9]. Currently, the absolute neutrino masses (m1, m2,
and m3) and the neutrino mass ordering are not yet known. There are two possibilities of the neutrino mass
ordering: Normal Ordering (NO, m1 < m2 < m3) or Inverted Ordering (IO, m3 < m1 < m2). At this
time, NO is a little preferred [10]. Moreover, CP conserving points, δCP = 0 and δCP = π, are rejected at
the 95% confidence level [11].
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Table 1.1: Three-neutrino mixing parameters and δCP [9]. Here, θij ∈ [0, π/2] and δCP ∈ [0, 2π].

sin2 θ12 0.307± 0.013

sin2 θ23 (NO) 0.547+0.018
−0.024

sin2 θ23 (IO) 0.534+0.021
−0.024

sin2 θ13 (2.20± 0.07)× 10−2

∆m2
21 (7.53± 0.18)× 10−5 eV2

∆m2
32 (NO) (2.437± 0.033)× 10−3 eV2

∆m2
32 (IO) (−2.519± 0.033)× 10−3 eV2

δCP 1.23± 0.21π rad

1.3 Neutrinos from core-collapse supernovae

A star with mass more than about eight solar masses causes a huge explosion called ”core-collapse
supernova” at the end of its life [12, 13]. The released energy is approximately 1053 ergs, and about 99% of
that energy is carried away by neutrinos [14]. Here, observations of neutrinos from core-collapse supernovae
are briefly described.

1.3.1 Neutrinos from SN1987A

On February 23, 1987, Kamiokande II, IMB (Irvine-Michigan-Brookhaven), and Baksan observed a
burst of neutrinos from SN1987A2, which is a core-collapse supernova that occurred in the Large Magellanic
Cloud [16–18]. Here, Kamiokande II and IMB are water Cherenkov detectors and Baksan is a scintillator de-
tector. Figure 1.1 shows the neutrino events from SN1987A observed in Kamiokande II and IMB [12]. This
was the world’s first observation of neutrinos from a supernova (neutrinos from outside the solar system),
and we got a better understanding on supernovae from this observation [15]. To further understand about
supernovae, detectors around the world, including Super-Kamiokande, are waiting for the next neutrino burst
from nearby supernova.

Figure 1.1: Neutrino events from SN1987A observed in Kamiokande II and IMB [12].

2Mont Blanc also reported neutrino signals from SN1987A [15]. However, signals reported in Mont Blanc were unrelated to
SN1987A.



6 1. Introduction

1.3.2 Diffuse supernova neutrino background

As described in Section 1.3.1, now we are waiting for the next neutrino burst from nearby supernova.
However, according to Ref. [19], a galactic core-collapse supernova rate is only 3.2+7.3

−2.6 per century, and
actually bursts of neutrinos from supernovae have not been observed since SN1987A. Nevertheless, there is
a way to understand about supernovae without waiting for the neutrino bursts. Neutrinos emitted from all
past core-collapse supernovae comprise an integrated flux called the diffuse supernova neutrino background
(DSNB) [20]. Detecting the DSNB would contribute to our understanding of the mechanism of supernova
explosions and the history of star formation.

According to Ref. [21], the DSNB flux on the Earth can be described as

dΦ(Eν)

dEν
= c

∫ zmax

0

dz

H0

√
Ωm(1 + z)3 +ΩΛ

×

[
RCC(z)

∫ Zmax

0
ψZF(z, Z)

{∫ Mmax

Mmin

ψIMF(M)
dN(M,Z,E′

ν)

dE′
ν

dM

}
dZ

]
, (1.24)

where c is the velocity of light, H0 = 70 km s−1Mpc−1, Ωm = 0.3, ΩΛ = 0.7, Z is the metallicity of
progenitors, M is the initial mass of progenitors, and dN(M,Z,E′

ν)/dE
′
ν is the neutrino number spectrum

from the core collapse of a progenitor including the neutrino oscillation effect. The neutrino energy on the
Earth Eν is related to that at the redshift z, E′

ν , as E′
ν = (1 + z)Eν . The total core-collapse rate RCC(z)

is determined by the cosmic star formation rate density. The metallicity distribution function of progenitors
ψZF(z, Z) and the initial mass function of progenitors ψIMF(M) are normalized as∫ Zmax

0
ψZF(z, Z)dZ = 1, (1.25)∫ Mmax

Mmin

ψIMF(M)dM = 1. (1.26)

Figure 1.2 shows the predictions of DSNB ν̄e flux [22]. As shown in this figure, the predicted DSNB ν̄e
fluxes differ by more than one order of magnitude between the smallest one and the largest one.

1.4 DSNB search

As shown in Figure 1.2, there are many predictions of DSNB ν̄e flux. Observation of the DSNB can limit
these predictions. Here, the DSNB search method and the current status of DSNB search are explained.

Most of experiments look for the inverse-beta decay (IBD) events by electron antineutrinos (ν̄e + p →
e+ + n) in the DSNB search. It is because its cross section is large in the O(10) MeV region, as shown in
Figure 1.3, where the DSNB flux is large.

Since the 1980s, the DSNB search has been performed in various experiments. The DSNB has not been
observed yet, but the upper limits of ν̄e flux are approaching and arriving at the predicted DSNB ν̄e fluxes.
Figure 1.4 shows the upper limits of ν̄e flux in recent DSNB searches [38]. Here, we focus on the DSNB
search performed in Super-Kamiokande (SK), KamLAND, and Borexino.

SK is a 50-kilotons water Cherenkov detector in Kamioka, Gifu, Japan. Details of the SK are described
in Section 2. In 2012, the DSNB search using 2,853 days of data was performed in SK. This search gave
the upper limits of ν̄e flux in the neutrino energy region above 17.3 MeV [39]. Moreover, in 2008, the data



7

analysis is sensitive to electron neutrinos and, due to the
irreducible solar neutrino background, its effective energy
threshold lies around the hep solar neutrino flux end point,
around 19 MeV. Among all past analyses, the SK and
KamLAND experiments placed the most stringent upper
limits on the DSNB ν̄e flux for neutrino energies above
about 9 MeV, while Borexino set the tightest constraints at
lower energies. At SK the first DSNB search was carried
out in 2003 using a 22.5 × 1496-kton · day data set [21].
Using spectral shape fitting for signal and atmospheric
neutrino backgrounds, it placed an upper limit on the
DSNB flux for a wide variety of models in the 19.3–
83.3 MeV neutrino energy range. This analysis already
allowed us to disfavor the most optimistic DSNB predic-
tions, in particular the Totaniþ 95model [8], and constrain
the parameter space of the Kaplinghatþ 00 model [9]. In
2012, an improved analysis was performed at SK, using a
22.5 × 2853-kton · day exposure, a lower neutrino energy
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FIG. 1. DSNB ν̄e flux predictions from various theoretical models (Horiuchiþ 21 [13], Tabriziþ 21 [14], Kresseþ 21 [12],
Horiuchiþ 18 [11], Nakazatoþ 15 [6], Galaisþ 10 [15], Horiuchiþ 09 [16], Lunardini09 [10], Andoþ 09 [17], Kaplinghatþ 00 [9],
Malaney97 [7], Hartmannþ 97 [18], and Totaniþ 95 [8]). Refer to each publication for the detailed descriptions of models. In the
legend, “NO” and “IO” represent neutrino normal and inverted mass orderings assumed in the calculation, respectively. For the
Horiuchiþ 09 model with a 6 MeV temperature, only the maximal flux prediction is shown. The prediction for the Galaisþ 10 model
here is extrapolated up to 50 MeV, as the original publication was served up to 40 MeV. The prediction by Nakazatoþ 15 is only
available up to 50 MeV. The values of the flux used in this analysis for the Andoþ 03 model are the ones released at the NNN05
conference [19]. The corresponding flux is larger by a factor of 2.56 than in the original publication [17].

FIG. 2. Schematic illustration of an IBD process and the
subsequent neutron capture on another proton. The characteristic
neutron capture time in water is τ ¼ 204.8# 0.4 μs [20].

K. ABE et al. PHYS. REV. D 104, 122002 (2021)

122002-4

Figure 1.2: Predictions of DSNB ν̄e flux [22]. These fluxes are predicted by theoretical models of Horiuchi + 21 [23],
Tabrizi + 21 [24], Kresse + 21 [25], Horiuchi + 18 [26], Nakazato + 15 [21], Galais + 10 [27], Horiuchi + 09 [28],
Lunardini09 [29], Ando + 03 [30], Kaplinghat + 00 [31], Malaney + 97 [32], Hartmann + 97 [33], and
Totani + 95 [34]. Ando + 03 model was updated at the NNN05 conference [35]. Details of each theoretical model are
summarized in Ref. [22, 36].
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observations, the first results were published in
2012,125) followed by the results using more data
and improved analysis methods in 2022.126) In the
latest result, the flux upper limit in the energy region
between 8.3 and 30.8MeV with the exposure of
6.72 kton·year was shown in Fig. 8. It gave the most
stringent flux limit below 13MeV, although it was
still an order of magnitude larger than DSNB
theoretical expectations. The Borexino experiment
used 278 tons of ultrapure liquid scintillator located
in the underground hall C of Gran Sasso, Italy.
Thanks to the exceptionally low level of radiopurity
Borexino realized a low-energy threshold. It led to the
first discovery of low-energy solar neutrinos such as
7Be, pep, pp, and CNO cycle. For the DSNB search,
neutrinos in a wide energy range from 1.8 to
16.8MeV were searched.127) The flux upper limit
with the exposure of 1.494 kton·year is shown in the
Fig. 8. The flux limit below 8.3MeV was set only by
Borexino.

5.2. Backgrounds. As described in the
previous section, the DSNB has not yet been
discovered. It is limited by background events. The
DC method is effective for DSNB analysis to search
for IBD events, and it has recently become available
for water Cherenkov detectors as well as liquid
scintillator detectors. Nonetheless, there are still
background events that can mimic IBD events. At
first, there are two major background sources: One
is from spallation products induced by cosmic muons,
and the other is from atmospheric neutrinos. They
are background events common to the two types of
detectors, but there are also differences in the events
observed in each type of detector. Additionally,
reactor neutrinos can be background events in lower
energy regions, and accidental coincidence back-
grounds, which mimic DC events, should be consid-
ered in both types of detectors. For liquid scintillator
detectors, fast neutrons are also one of the back-
grounds. In this section, these backgrounds in the
DSNB analysis are described.

5.2.1. Spallation products. Cosmic ray muons
can penetrate detectors located deep underground,
although the rate is drastically reduced relative to
sea level. These muons interact with the nuclei in
the detector and produce various radioactive isotopes
called ‘spallation products’. The energies of the
spallation products, O and/or ., are similar to those
of positrons from DSNBs. Most of these events can
be removed using temporal and spatial correlations
with muons. Nevertheless, long-lived products are
not easy to remove since it is quite challenging to
identify their parent muon and can eventually
become background events in DSNB analysis. Par-
ticularly, 9Li, which undergoes beta decay (35%
of which emit one neutron) and has a higher
production yield, is one of the remaining background
events.

5.2.2. Atmospheric neutrinos. When primary
cosmic rays, which are mainly composed of protons,
collide with nuclei in the Earth’s atmosphere, several
hadrons, such as pions and kaons, are generated.
Atmospheric neutrinos are generated when these
hadrons decay. The energy of atmospheric neutrinos
is on the order of 100MeV to PeV, peaking at several
hundred MeV. Particles generated by atmospheric
neutrino interactions in the detector have a wide
range of energies. If they have reconstructed energy
in the DSNB analysis region and neutrons are
emitted together, a background event will be
constituted. Both charged current (CC) and neutral
current (NC) interactions cause such events. Here,
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Figure 1.4: Upper limits of ν̄e flux in recent DSNB searches [38]. Plots show the 90%-confidence level upper limits for
SK-I/II/III (blue) [39], SK-IV (red) [22], SK-VI (green) [40], KamLAND (black) [41], and Borexino (magenta) [42],
respectively. Lines show the theoretical predictions of DSNB ν̄e flux. FD, BH, N13, and F21 stand for Fermi-Dirac,
black hole, Nakazato (2013) [43], and Fornax (2021) [44, 45], respectively.

acquisition system was renewed (see Section 2.8). As a result, in addition to the positron signal generated by
the IBD reaction, the signal of a 2.2 MeV gamma-ray generated by neutron capture on free proton in water
also became available (see Figure 1.5).

pν"!

Prompt signal Delayed signal
~200 𝜇sec

n

𝓞(1-10) MeV e+

p

2.2 MeV 𝛄

Figure 1.5: Schematic view of a DSNB event in SK. The positron emits Cherenkov photons immediately, while the
neutron is thermalized and then captured on free proton in water, emitting a 2.2 MeV gamma-ray. The gamma-ray give
their energy to electrons or positrons via Compton scattering or pair production, then Cherenkov photons are emitted.

By detecting the positron signal (prompt signal) and the neutron signal (delayed signal), a large number
of backgrounds that do not contain neutrons can be removed, and the DSNB search in the lower energy
region became possible. However, the 2.2 MeV gamma-rays are low-energy events in SK. Therefore, the
neutron-tagging efficiency is low (∼20%), and the statistics become small. In 2021, the DSNB search with
the prompt and delayed signals using 2,970 days of data was performed in SK. This search gave the up-
per limits of ν̄e flux in the neutrino energy region above 9.3 MeV [22]. Furthermore, in 2020, 0.011% by
mass of gadolinium (Gd) was loaded in the SK detector to improve the neutron-tagging efficiency, and the
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Super-Kamiokande Gadolinium (SK-Gd) experiment started [46, 47]. Details of the SK-Gd experiment are
described in Section 2.4. In 2023, the DSNB search using 552.2 days of data with 0.011% gadolinium-loaded
water was performed in SK-Gd. The upper limits of ν̄e flux in this search is comparable to that in SK DSNB
search using 2,970 days of pure-water data [40].

KamLAND is a 1-kilotons liquid scintillator detector in Kamioka, Gifu, Japan. The advantage of Kam-
LAND is that the 2.2 MeV gamma-ray generated by neutron capture on free proton can be detected with
an efficiency of about 100%. In 2022, the DSNB search using 4,528.5 days of data was performed in
KamLAND. This search gave the upper limits of ν̄e flux in the neutrino energy region from 8.3 MeV to
30.8 MeV [41]. Especially, the upper limits are the most stringent below 12.3 MeV.

Borexino is a 278-tons liquid scintillator detector in Gran Sasso, Italy. The strength of Borexino is
that the energy threshold is low thanks to the extremely low radiopurity. In 2021, the DSNB search using
2,771 days of data was performed in Borexino. This search gave the upper limits of ν̄e flux in the neutrino
energy region from 1.8 MeV to 16.8 MeV [42]. The upper limits below 8.3 MeV are given only by Borexino.

1.5 NCQE background in SK-Gd DSNB search

As described in Section 1.4, a large number of backgrounds that do not contain neutrons can be removed
by detecting prompt and delayed signals. However, backgrounds that contain neutrons cannot be completely
removed. One of the main backgrounds in the SK-Gd DSNB search is caused by the atmospheric neutrino-
oxygen neutral-current quasielastic (NCQE) scattering reactions. Figure 1.6 shows the schematic view of a
DSNB event and a NCQE event in SK-Gd. NCQE reactions can be expressed as

ν(ν̄) + 16O → ν(ν̄) + 15O + γ + n,

ν(ν̄) + 16O → ν(ν̄) + 15N + γ + p, (1.27)

where the atmospheric neutrino knocks out a nucleon of the oxygen nucleus, and the residual nucleus may
emit one or more de-excitation gamma-rays with a few MeV. When a neutron is knocked out, the combination
of de-excitation gamma-rays and neutron mimics the DSNB event, making it difficult to distinguish between
NCQE and DSNB events. Therefore, the precise estimation of NCQE events is essential for the DSNB
discovery in SK-Gd.

Gd

Total
~8 MeV !

pν#!

Prompt signal Delayed signal
~115 !sec (0.011% by mass of Gd)

n

$(1-10) MeV e+

Gd

Total
~8 MeV !

Oν/ν$

%(1) MeV !

n
ν/ν$

Prompt signal Delayed signal
~115 !sec (0.011% by mass of Gd)

DSNB (IBD)
ν"! + p → e+ + n

NCQE
ν(ν") + 16O → ν(ν") + 15O + γ + n

Figure 1.6: Schematic view of a DSNB event (left) and a NCQE event (right) in SK-Gd.
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To estimate the NCQE events precisely, the behavior of neutrons in water must be understood. Figure 1.7
shows the kinetic energy of neutrons in DSNB events and NCQE events. In DSNB events, the outgoing
neutron has at most a few MeV, while in NCQE events, the knocked-out neutron may have hundreds of MeV.
In the latter case, it can knock out other nucleons of oxygen nuclei in water, and additional de-excitation
gamma-rays and neutrons are generated. Since the numbers of gamma-rays and neutrons affect the event
reconstruction, it is crucial to understand the nucleon-nucleus interactions in water (secondary interactions).
Detailed schematic view of a NCQE event is shown in Figure 1.8.
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Figure 1.8: Detailed schematic view of a NCQE event. Prompt signal consists of gamma-rays generated by neutrino-
nucleus (primary) interaction and nucleon-nucleus (secondary) interaction.

Figure 1.9 shows the reconstructed energy spectra of the observed data and the expected backgrounds in
the SK-Gd DSNB search [40]. In this figure, the cyan color-filled histogram shows the expected number of
NCQE background events and the hatched areas show the total systematic uncertainty for each bin. In this
search, systematic uncertainty on the NCQE events is taken as 68% [36], which is too large to discover the
DSNB in the near future. Each component of the systematic uncertainty on the NCQE events in the SK-Gd
DSNB search is summarized in Table 1.2 [36]. From this table, we can confirm that uncertainties of T2K
cross section, neutron multiplicity, and spectral shape are dominant. Uncertainties of neutron multiplicity and
spectral shape are related to the number of neutrons and gamma-rays generated by secondary interactions,
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respectively. Moreover, uncertainty of T2K cross section, which is used to scale the number of NCQE events,
mainly comes from the gamma-rays by secondary interactions. Figure 1.9 and Table 1.2 show how important
it is to understand secondary interactions. Details of T2K cross section are described in Section 1.6.

The number of accidental coincidence background events
Bacc is estimated as

( )e= ´ -B N , 1acc mis pre ntag
data

where εmis is the neutron misidentification probability
described in Section 3, and -Npre ntag

data represents the number
of remaining observed events after all selection criteria except
neutron tagging.

Systematic uncertainties are estimated for only signal energy
regions. The uncertainties on the NCQE events, spallation 9Li,
and reactor neutrinos are taken as estimated by Abe et al.
(2021), as 68% below 15.49MeV and 82% above 15.49MeV,
60%, and 100% for the NCQE, 9Li, and reactor neutrino
backgrounds, respectively. Other components, such as non-
NCQE events and accidental coincidence events, are newly
estimated from the observed data in SK-VI based on the same
method as Abe et al. (2021), 44% and 4%, respectively.

5. Results

After all event selection criteria are applied, 16 events
remain within the signal energy region in 552.2 day data. In
this analysis, we adopt five separate bins of Erec, of widths
7.5–9.5, 9.5–11.5, 11.5–15.5, 15.5–23.5, and 23.5–29.5 MeV
for the signal window. Also, the side-band region is separated
into bins for each 10MeV. Figure 2 shows the Erec spectrum of
those events. This is also listed in Table 1.

The probabilities of finding the observed number of events due
to the fluctuation of the background events (p-value) are evaluated
for each bin. It is done by performing 106 pseudo experiments
based on the number of observed events and expected background
events and the systematic uncertainties of the latter. The obtained
p-values are listed in Table 1. We conclude that no significant
excess is observed in the data over the expected background since
even the most significant bin has a p-value is 25.8%.

We set the upper limit for the number of signal excess over
the expected background with a 90% confidence level (C.L.;
N90). It is evaluated by the pseudo experiments using the
number of observed events with these 1σ statistical uncertain-
ties and the number of expected background events with their
systematic uncertainties. Then we estimate the flux upper limit
based on N90 of the observed event. Assuming there is no
signal event, the upper limit on the flux for each bin is
calculated as

¯ · · · ¯ ·
( )f

s e
=

N
N T dE

. 2
p

90
limit 90

IBD sig

Here, s̄IBD is the averaged total cross section of IBD for each
energy bin, Np is the number of protons as a target in the 22.5
kton of the fiducial volume of SK, T is the live time of
observation (552.2 days), ēsig is the averaged signal efficiency
for each energy bin after all event selection criteria are applied
as shown in Figure 1, and dE is the bin width at each bin. The
neutrino energy Eν is calculated by Eν= Erec+ 1.8 MeV. The
total cross section is given by the calculation in Strumia &
Vissani (2003).

The expected upper limit from the background-only
hypothesis at 90% C.L., N90, exp, is evaluated using the number
of expected background events and their statistical uncertainty.
Then we extract the expected flux sensitivity by replacing N90
with N90, exp in Equation (2).

Figure 3 shows the upper limit of the n̄e flux extracted in this
search with the range of expectations of modern DSNB models.
The most optimistic expectation is Kaplinghat+00 (Kaplinghat

Figure 2. Reconstructed energy spectra of the observed data and the expected
background after data reductions with a linear (top) and a logarithmic (bottom)
scale for the vertical axis. These include the signal energy region and the side-
band region above 29.5 MeV. Each color-filled histogram shows the expected
backgrounds. The error bars in the data points represent the statistical
uncertainty estimated by taking the square root of the number of observed
events. These background histograms are stacked on the other histograms. The
hatched areas represent the total systematic uncertainty for each bin. The size of
uncertainty for each background is mentioned in the main text. The red dotted–
dashed line shows the DSNB expectation from the Horiuchi+09
model (Horiuchi et al. 2009), which is drawn separately from the stacked
histogram of the estimated backgrounds.

Table 1
Summary of Observed Events, Expected Background Events, and p-value for

Each Erec Bin

Erec (MeV) Observed Expected p-value

7.5–9.5 5 7.73 ± 2.54 0.798
9.5–11.5 5 4.14 ± 1.23 0.398
11.5–15.5 3 2.13 ± 0.59 0.359
15.5–23.5 2 0.98 ± 0.35 0.258
23.5–29.5 1 0.98 ± 0.41 0.597

Note. Errors for the expected background represent only the systematic
uncertainty.
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The number of accidental coincidence background events
Bacc is estimated as

( )e= ´ -B N , 1acc mis pre ntag
data

where εmis is the neutron misidentification probability
described in Section 3, and -Npre ntag

data represents the number
of remaining observed events after all selection criteria except
neutron tagging.

Systematic uncertainties are estimated for only signal energy
regions. The uncertainties on the NCQE events, spallation 9Li,
and reactor neutrinos are taken as estimated by Abe et al.
(2021), as 68% below 15.49MeV and 82% above 15.49MeV,
60%, and 100% for the NCQE, 9Li, and reactor neutrino
backgrounds, respectively. Other components, such as non-
NCQE events and accidental coincidence events, are newly
estimated from the observed data in SK-VI based on the same
method as Abe et al. (2021), 44% and 4%, respectively.

5. Results

After all event selection criteria are applied, 16 events
remain within the signal energy region in 552.2 day data. In
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7.5–9.5, 9.5–11.5, 11.5–15.5, 15.5–23.5, and 23.5–29.5 MeV
for the signal window. Also, the side-band region is separated
into bins for each 10MeV. Figure 2 shows the Erec spectrum of
those events. This is also listed in Table 1.
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the expected background with a 90% confidence level (C.L.;
N90). It is evaluated by the pseudo experiments using the
number of observed events with these 1σ statistical uncertain-
ties and the number of expected background events with their
systematic uncertainties. Then we estimate the flux upper limit
based on N90 of the observed event. Assuming there is no
signal event, the upper limit on the flux for each bin is
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Figure 2. Reconstructed energy spectra of the observed data and the expected
background after data reductions with a linear (top) and a logarithmic (bottom)
scale for the vertical axis. These include the signal energy region and the side-
band region above 29.5 MeV. Each color-filled histogram shows the expected
backgrounds. The error bars in the data points represent the statistical
uncertainty estimated by taking the square root of the number of observed
events. These background histograms are stacked on the other histograms. The
hatched areas represent the total systematic uncertainty for each bin. The size of
uncertainty for each background is mentioned in the main text. The red dotted–
dashed line shows the DSNB expectation from the Horiuchi+09
model (Horiuchi et al. 2009), which is drawn separately from the stacked
histogram of the estimated backgrounds.

Table 1
Summary of Observed Events, Expected Background Events, and p-value for

Each Erec Bin

Erec (MeV) Observed Expected p-value

7.5–9.5 5 7.73 ± 2.54 0.798
9.5–11.5 5 4.14 ± 1.23 0.398
11.5–15.5 3 2.13 ± 0.59 0.359
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Figure 1.9: Reconstructed energy spectra of the observed data and the expected backgrounds in the SK-Gd DSNB
search [40]. Left and right figure shows in a linear and a logarithmic scale for the vertical axis, respectively. These
figures include not only the DSNB search window ([7.49, 29.49] MeV) but also the side-band region above 29.49
MeV. Each color-filled histogram shows the expected number of backgrounds, and these background histograms are
stacked on the other histograms. Details of these backgrounds are described later. The hatched areas show the total
systematic uncertainty for each bin. The red dashed-dot line shows the expected number of DSNB events predicted by
the Horiuchi + 09 model [28].

Table 1.2: Systematic uncertainty on the NCQE events in the SK-Gd DSNB search [36]. This table is the same as
TABLE 9.2 in Ref. [36].

T2K cross section 44%
Atmospheric neutrino flux 15%
Flux difference 7%
Reductions 2%
Neutron tagging efficiency 9%
Neutron multiplicity 30%
Spectral shape 37%
Total 68%

1.6 Measurements of NCQE cross section

1.6.1 Measurements using accelerator neutrinos

In Table 1.2, uncertainty of T2K cross section is estimated by using the result of accelerator neutrino-
oxygen NCQE cross section measurement in the T2K experiment [48]. In this measurement, data from
a 14.94(16.35) × 1020 protons-on-target exposure of the neutrino (antineutrino) beam was used, and the
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flux-averaged NCQE-like cross sections on oxygen nuclei were measured to be

⟨σν-NCQE⟩ = 1.70± 0.17(stat.)+0.51
−0.38(syst.)× 10−38 cm2/oxygen, (1.28)

⟨σν̄-NCQE⟩ = 0.98± 0.16(stat.)+0.26
−0.19(syst.)× 10−38 cm2/oxygen, (1.29)

where ⟨σν-NCQE⟩ is for neutrinos at a flux-averaged energy of 0.82 GeV and ⟨σν̄-NCQE⟩ is for antineutrinos
at a flux-averaged energy of 0.68 GeV. The result of (1.28) was consistent with that of the previous NCQE
cross section measurement in T2K (⟨σν-NCQE⟩ = 1.55+0.71

−0.35(stat. ⊕ syst.) × 10−38 cm2/oxygen), where
data from a 3.01×1020 protons-on-target exposure of the neutrino beam was used [49]. The 44% T2K cross
section uncertainty in Table 1.2 can be estimated by using (1.28) and (1.29),√√√√{√(0.17

1.70

)2

+

(
0.51

1.70

)2
}2

+

{√(
0.16

0.98

)2

+

(
0.26

0.98

)2
}2

∼ 44%. (1.30)

The large uncertainty mainly comes from the gamma-rays by secondary interactions. Figure 1.10 shows
the reconstructed Cherenkov angle (θC) distributions from the FHC (neutrino-mode) sample and the RHC
(antineutrino-mode) sample in the T2K NCQE cross section measurement [48]. θC is related to the number
of gamma-rays, and θC becomes larger as the number of gamma-rays by secondary interactions gets larger.
In Figure 1.10, we can confirm that, in the case of the FHC sample, there is a large discrepancy between
data and MC in high θC region where events with multiple gamma-rays are dominant. This means that
more gamma-rays are generated by secondary interactions in MC, that is, the agreements of the secondary
interaction model used in MC is poor.

where gvtx and gdir are the vertex and direction fit
quality parameters, respectively [56]. Cuts on these
parameters are optimized for five regions between
3.49 and 5.99 MeV with each 0.5 MeV bin width.

The optimization is performed separately for each
T2K run period because the detector condition and
the beam power differ from run to run. A figure-of-
merit (FOM) designed to maximize sensitivity to the
NCQE signal is defined as:

FOM ¼
Nsigffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nsig þ Nbkg
p ; ð3Þ

where Nsig is the number of signal events predicted
by the MC (ν-NCQE for FHC and ν̄-NCQE for
RHC) and Nbkg is the total number of background
events. The latter is composed of two components,
NMC

bkg and Nbeam-unrelated
bkg , which represent nonsignal

neutrino events such as NC-other and CC inter-
actions, and beam-unrelated events from the off-
timing data sample, respectively. Cuts on the three
parameters above are chosen to maximize the FOM
in each energy region. As an illustration the opti-
mized values of dwall, effwall, and ovaQ for one of
the FHC mode runs (T2K Run 8) are shown in
Fig. 3. A linear function is fit to each distribution to
obtain the final cut criteria and is denoted by the red
line in the figure. For the dwall and effwall distri-
butions, if the optimized value is 200 cm (the FV cut
criterion) in two successive energy bins, the second
and later bins are removed and the fit is repeated. In
the end, each of these three parameters is required to
be larger than the obtained line. That is, events with
values in the upper right portion of the plots in the
figure are kept. Note that at higher energies the
optimum dwall and effwall values fall below 200 cm,
but such events are already removed by the initial FV
cut. Figure 4 shows the ovaQ distributions after the
cuts described in (1), the FV cut, the optimized dwall
cut, and the optmized effwall cut. There is clear
separation between signal and background. Further
descriptions of the variables used in this selection are
given in Refs. [20,56].
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FIG. 6. Reconstructed energy distributions of MC and beam-
unrelated events before the FV cut and after all cuts for FHC (top)
and RHC (bottom).
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(3) The final phase of the event selection is focused on

the removal of CC interaction events. A single
charged particle whose momentum is large com-
pared to its mass is likely to have a Cherenkov angle
of ∼42° in water. On the other hand if the particle
momentum is lower, the reconstructed Cherenkov
angle decreases. In this analysis low energy muons
from CC interactions and still above Cherenkov
threshold distribute around θC ¼ 20°–35°, whereas
decay-e’s have θC ∼ 42°. The contribution of each
can be seen in Fig. 5. To reduce these CC events, a
linear cut in the reconstructed energy and Cherenkov
angle plane is chosen by maximizing the FOM
defined in Eq. (3). In the figure the resulting cut

is shown with a red line. This is performed sepa-
rately for the FHC and RHC samples. Using the
optimized cut the signal efficiency is 99% (99%)
while 63% (58%) of CC events are removed in FHC
(RHC) mode. Some CC-other events still remain
after this cut, which could be due to, for example,
multiple-γ emission via neutron production (as
explained later), but this fraction is small with
respect to the total number of selected events.
Similar population is seen also in the NC-other
distribution.

After all cuts, the event selection is more than 80%
efficient for signal events, while reducing background
events by more than two orders of magnitude. Figure 6
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TABLE I. Number of events after each cut in data and MC. Before the timing cut, only the beam quality and detector condition cuts are
applied.

Observation Prediction

FHC On-timing data Total ν-NCQE ν̄-NCQE NC-other CC Beam-unrelated

Timing cut 4595 … … … … … 4357.5
Decay-e cut 4553 … … … … … 4350.8
FV cut 831 896.8 190.7 5.2 52.1 24.9 623.9
dwall cut 735 791.4 190.0 5.2 51.9 24.8 519.5
effwall cut 442 492.7 185.6 5.0 51.4 24.6 226.1
ovaQ cut 220 263.9 181.0 4.9 50.2 24.1 3.7
CC cut 204 238.4 178.6 4.8 42.5 8.9 3.6

Observation Prediction

RHC On-timing data Total ν-NCQE ν̄-NCQE NC-other CC Beam-unrelated

Timing cut 3626 … … … … … 3746.9
Decay-e cut 3597 … … … … … 3470.0
FV cut 613 606.0 19.6 60.7 19.6 5.7 500.4
dwall cut 535 524.1 19.5 60.5 19.5 5.7 418.9
effwall cut 282 279.4 19.1 58.7 19.3 5.6 176.7
ovaQ cut 101 101.8 18.5 57.0 18.7 5.5 2.1
CC cut 97 94.3 17.9 56.5 15.5 2.3 2.1
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Figure 1.10: Reconstructed Cherenkov angle (θC) distributions from the FHC (neutrino-mode) sample (left) and the
RHC (antineutrino-mode) sample (right) in the T2K NCQE cross section measurement [48]. In the left figure, there is
a large discrepancy between data and MC in high θC region where events with multiple gamma-rays are dominant.

1.6.2 Measurements using atmospheric neutrinos

It is important to measure the NCQE cross section using atmospheric neutrinos, which are the source of
backgrounds in the DSNB search, and to confirm the consistency with the NCQE cross section measurements
using accelerator neutrinos. The first measurement of the atmospheric neutrino-oxygen NCQE cross section
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was performed in SK pure water phase [50]. In this measurement, 2,778 days of SK pure water data from
October 2008 to October 2017 was used, and the flux-averaged NCQE cross section on oxygen nuclei was
measured to be

⟨σNCQE⟩ = 1.01± 0.17(stat.)+0.78
−0.30(syst.)× 10−38 cm2/oxygen. (1.31)

Figure 1.11 shows the measured NCQE cross section [50], the theoretical NCQE cross section [51], and
the atmospheric neutrino flux measured in SK [52]. The large uncertainty in this measurement also mainly
comes from the gamma-rays and neutrons by secondary interactions.

by comparing different simulations. We compared the
multiplicity and spectra of primary neutrons predicted by
NEUT and GENIE [44], and the secondary neutron
production as well as neutron thermalization and capture
predicted by SKDETSIM and GEANT4 for different
energy spectra of the primary neutrons. Taking the result
from NEUT and SKDETSIM as the central value, the
difference in neutron multiplicity predictions after applying
the tagging efficiency is 12% for NCQE events. For a
conservative estimation, we take the difference in neutron
multiplicity prediction at 100% detection effciency, 21%,
as the systematic uncertainty. The neutron energy spectra
from GENIE introduces 18% deviation the NEUT spectra
for NCQE events and 14% for NC non-QE events. The
GEANT4 simulation of neutron transportation introduces
þ7% deviation from SKDETSIM for NCQE events, and
þ4% for NC non-QE events. We assign asymmetric
uncertainty to the neutron transportation simulation term,
and leave the neutron multiplicity and energy spectra
uncertainty to be symmetric.
Data reduction besides neutron tagging imposes

a 3% systematic uncertainty. Neutron tagging efficiency
has 10% intrinsic uncertainty from calibration (Am/Be)
and MC for low-energy neutrons. The cutoff at 10 GeV
imposes a 0.1% uncertainty using simulation with the
measured high energy atmospheric neutrino flux [19].
The cutoff at 160 MeV imposes <0.7% uncertainty, which
is estimated by simulation with the theoretical prediction
of low energy atmospheric neutrino flux [45]. The evalu-
ation of non-NC (reactor, 9Li, CC, etc) leakage into NC
sample imposes 21% uncertainties to Nexp

others, but due to the
small ratio of events from non-NC background, this
uncertainty propagates to only 0.2% on the final cross
section result.
All the uncertainties are listed in Table IV. To account

for the correlations including the flux uncertainty and
the reduction uncertainty between the NCQE sample
and other samples, A toy-MC is used to derive the
uncertainty envelope for the NCQE cross section. The

68% confidence level region is finally calculated as
½0.69; 1.83# × 10−38 cm2, and the cross section is measured
to be ð1.01% 0.17ðstat:Þþ0.78

−0.30ðsys:ÞÞ×10−38 cm2, as shown
in Fig. 9.

D. Discussion on future improvement

The uncertainty in this measurement is dominated by
systematic uncertainties including the atmospheric
flux, cross section of other NC processes, primary and
secondary process simulation, neutron simulation, as well
as neutron-tagging efficiency. The flux measurement will
improve with future Cherenkov detectors such as Hyper-
Kamiokande [14]. The cross section for other NC processes
can be improved by the T2K off-axis near detector
ND280 [46,47] and other experiments such as
MiniBooNE [48] and MINERvA [49]. Hadron production
experiments such as EMPHATIC [50] will also contribute
to reducing flux uncertainties. For the simulation of
primary and secondary processes, the gamma ray emission
experiment at RCNP is likely to reduce the uncertainty
soon [51,52].
The statistics in this analysis is limited by the neutron-

tagging efficiency and the energy threshold. The
present efficiency for NCQE neutrons in pure water is
relatively poor at 4–22%. When SK updates to SK-Gd
[12,13], the efficiency would increase to about 80% due to
the higher total energy of the γ cascades. A measurement
of neutron multiplicity will also provide constraints on the
simulation of neutron production. Besides, at SK-Gd,
the neutron capture signal can trigger the detector
directly, and thus the lower energy threshold of this
analysis for prompt γ’s will not be limited by the SHE
trigger threshold. Lowering the analysis threshold to
3.5 MeV will double the detection efficiency of NCQE
γ events.

Energy [GeV]
0150

]2
 c

m
-3

8
C

ro
ss

 s
ec

tio
n 

[1
0

0

0.5

1

1.5

2

2.5

3

Prediction

Prediction (flux averaged)

Data

Atmospheric neutrino spectrum

FIG. 9. The gray histogram shows the atmospheric neutrino
spectrum predicted by HKKM model, the black curve shows the
cross section from Ankowski model, the red line shows the
predicted flux-averaged cross section, and the black point shows
the measured cross section.

TABLE IV. Uncertainties in NCQE measurement.

NCQE NC non-QE

νatm flux 18%
ν=ν̄ ratio 5%

Cross-section 18%
Primary γ’s 15% 3%
Secondary γ’s 13% 13%
Neutron multiplicity 21% 16%
Neutron energy 18% 14%
Neutron transportation þ7% þ4%

Data reduction 3%
Neutron tagging 10%
Others 0.7%
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Figure 1.11: The measured NCQE cross section [50], the theoretical neutrino-oxygen NCQE cross section [51], and
the atmospheric neutrino flux measured in SK [52].

1.6.3 Issues in previous measurements
In the NCQE cross section measurements described above, the large uncertainty mainly came from

secondary interactions. A more precise secondary interaction model is required to reduce the uncertainty,
but, so far, the secondary interaction model based on the Bertini Cascade model (BERT) [53] was the only
choice in MC. However, now other secondary interaction models like the Binary Cascade model (BIC) [54]
and the Liège Intranuclear Cascade model (INCL++) [55] can be employed and compared with data. In
Section 7, the reproducibility of the observed data in each secondary interaction model using atmospheric
neutrino events is discussed.

Moreover, the measurement of the neutrino-oxygen NCQE cross section had not been performed in SK-
Gd. The NCQE cross section measurement in SK-Gd would contribute to our understanding of the behavior
of neutrons in water, as well as the performance of the SK-Gd experiment. In Section 8, the first measurement
of the atmospheric neutrino-oxygen NCQE cross section in the Gd-loaded SK water Cherenkov detector is
reported.
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2 Super-Kamiokande

2.1 Super-Kamiokande

The Super-Kamiokande (SK) [56] is the experiment held in Kamioka, Gifu, Japan, with the large water
Cherenkov detector placed in 1,000 m underground, 2,700 m water equivalent overburden. The overview of
the SK detector is shown in Figure 2.1. The SK stands for “Super-Kamioka Neutrino Detection Experiment”
and “Super-Kamioka Nucleon Decay Experiment”. The rate of cosmic ray muon is reduced by a factor of
105 compared to that of the ground level.

Electronics Installtion

Excavation

Water Tank

Water Purification

Electronics

PMT Production

PMT Installation

1991 1992 1993 1994 1995 1996 1997

Data Taking

Commissioning

Figure 2.1: Overview of the SK detector [56].

The SK detector consists of the stainless-steel cylindrical tank with a diameter of 39.3 m and a height
of 41.4 m and 50 kilotons ultrapure water. The tank is separated into the inner detector (ID) and the outer
detector (OD) by stainless-steel frames (supermodule frames). The cross section of the SK detector and the
overview of supermodule frames are shown in Figure 2.2. The diameter of ID, the height of ID and the
volume of ID (the fiducial volume) is 33.8 m, 36.2 m and 32 kilotons (22.5 kilotons), respectively. In ID,
11,129 20-inch (50 cm) photomultiplier tubes (PMTs) are installed. The gaps between ID PMTs are covered
by black polyethylene terephthalate sheets. The sheets separate ID and OD optically and suppress the reflec-
tion at the surface of the ID wall. Moreover, the sheets reduce low energy events by radioactive backgrounds
occurring behind the PMTs. On the other hand, in OD, 1,885 8-inch (20 cm) PMTs are installed. OD vol-
ume is covered by white Tyvek sheets manufactured by DuPont. The Tyvek sheets have high reflectivity and
enhance the light collection efficiency in OD.
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Figure 2.2: Cross section of the SK detector (left) and overview of supermodule frames (right) [56].

2.2 ID PMT and OD PMT

The schematic view of the ID PMT is shown in Figure 2.3. The number of ID PMTs is 7,650 on the
barrel (side walls), 1,740 on the top and 1,739 on the bottom, and the effective photocathode coverage of
ID is 40%. The role of ID PMTs is to reconstruct the energy, generated position, direction and the kind of
the charged particles. Figure 2.4 shows the quantum efficiency of the ID PMT photocathode as a function
of wavelength. The material of photocathode is bialkali (Sb-K-Cs) and the quantum efficiency is about 21%
at 360 - 400 nm. Figure 2.5 shows the single photoelectron pulse height distribution of the ID PMT. The
peak around zero ADC count is caused by PMT dark current. Figure 2.6 shows the relative transit time
distribution for a typical ID PMT tested using 410 nm wavelength light at the single photoelectron intensity
level. The 1σ of transit time for a single photoelectron signal is 2.16 ns.

The number of OD PMTs is 1,275 on the barrel, 302 on the top and 308 on the bottom. To compensate
the small number of OD PMTs, wavelength shifting (WS) plate is attached to each OD PMT. The WS plate
is square acrylic panel with a side of 60 cm and a thickness of 1.3 cm, doped with 50 mg/L of bis-MSB
(C24H22). The WS plate absorbs UV light, and then emit photons in the blue - green. OD PMT with bialkali
photocathode is more sensitive to blue - green photons than UV photons. Therefore, the light collection
efficiency is improved by about a factor of 1.5 compared to without WS plates. The timing resolution
of OD PMTs with WS plates is 15 ns (FWHM), which is poorer than that of ID PMTs. However, OD
was optimized as a veto counter and the poorer timing resolution is less important. Figure 2.7 shows the
positional relationship of ID PMTs and OD PMTs in a supermodule frame. Basically, in a supermodule
frame, 12 ID PMTs and 2 OD PMTs are attached.
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Figure 2.3: Schematic view of the ID PMT [56].
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Figure 2.4: Quantum efficiency of the ID PMT photocathode as a function of wavelength [56]. The material of ID
PMT photocathode is bialkali (Sb-K-Cs).

Figure 2.5: Single photoelectron pulse height distribution of the ID PMT [56]. The peak around zero ADC count is
caused by PMT dark current.
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Figure 2.6: Relative transit time distribution for a typical ID PMT tested using 410 nm wavelength light at the single
photoelectron intensity level [56].

Figure 2.7: Positional relationship of ID PMTs and OD PMTs in a supermodule frame [57]. 12 ID PMTs and 2 OD
PMTs are attached in a supermodule frame, basically.

2.3 Helmholtz coils

The geomagnetic field would affect photoelectron trajectories and timing in the PMTs. Therefore, 26
sets of horizontal and vertical Helmholtz coils are deployed around the inner surface of the tank to reduce
the geomagnetic field. Figure 2.8 shows the schematic view of Helmholtz coils. The average geomagnetic
field intensity without Helmholtz coils is about 450 mG [56]. The average field intensity can be reduced
to 32 mG with Helmholtz coils, resulting that the deviation in the collection efficiency of photoelectrons is
2% [58].
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Figure 2.8: Schematic view of Helmholtz coils [59].

2.4 Observation phase

The observation phase of SK is categorized into seven, from SK-I to SK-VII. Each observation phase is
described below.

SK-I
SK-I started in April 1996 and ended in July 2001. In ID, 11,146 PMTs were attached and the effective

photocathode coverage of ID was 40%. It was during the SK-I that we got the evidence for neutrino oscilla-
tion [7].

SK-II
In November 12th, 2001, one bottom PMT broke when ultrapure water was filled into SK detector after

finishing the detector maintenance. Due to the shockwave generated at that time, other PMTs were broken
in a chain. As a result, it became a serious accident that 6,779 ID PMTs and 1,017 OD PMTs were lost.
In SK-II, which started in October 2002 and ended in October 2005, the observation was performed using
5,182 remained and spare ID PMTs and 1,885 remained and new OD PMTs. The effective photocathode
coverage of ID was 19%. Since SK-II, each ID PMT has been covered with a shockwave prevention case.
The case consists of an acrylic that covers the photocathode and Fiber Reinforced Plastic (FRP) case that
covers parts other than the photocathode. The case not only prevents shockwave but also increases the water
pressure resistance of the PMT. The picture of a shockwave prevention case is shown in Figure 2.9.

SK-III
SK-III started in July 2006 and ended in August 2008. Since SK-III, the number of ID PMTs has been

11,129 and the effective photocathode coverage of ID has been 40%. The reason why the number of ID
PMTs is reduced by 17 compared to SK-I is that ID PMTs cannot be installed at the edge of the detector
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Acrylic

FRP

Figure 2.9: Picture of a shockwave prevention case [60].

because the size of the shockwave prevention case is large.

SK-IV
In September 2008, the data acquisition system was renewed from Analog Timing Module (ATM) to

QTC-Based Electronics with Ethernet (QBEE) and SK-IV started [61]. QTC stands for charge-to-time
converter. The renewal of the system allows us to open the data acquisition time window until 535 µs
(385 µs before November 2010 [22]) from the trigger timing and enabled to search neutron signals [62].
SK-IV continued until June 2018 and is longest phase at this time.

SK-V
The tank refurbishment work toward the SK-Gd experiment was conducted between SK-IV and SK-V.

The purpose of the work was the water stop reinforcement of the tank, the piping improvement in the tank
and the PMT replacement. After finishing the work, SK-V started in January 2019 and ended in July 2020.

SK-VI
In July 2020, we dissolved 13.2 tons of Gd2(SO4)3 · 8H2O (we introduced 0.011% of Gd) into the SK

tank and SK-VI (the SK-Gd experiment) started. Since Gd has the largest thermal neutron capture cross
section among natural elements, neutron capture rate on Gd is high even at low concentrations. Table 2.1
and Figure 2.10 show the thermal neutron capture cross sections [63] and neutron capture rate on Gd [64],
respectively. Moreover, when a thermal neutron is captured on Gd, a total of about 8 MeV of gamma-rays are
emitted. From these reasons, neutron-tagging efficiency is largely improved in SK-Gd. The time constant of
neutron capture at this Gd mass concentration is about 115 µs [46]. SK-VI continued until June 2022.

Table 2.1: Thermal neutron capture cross sections [63].

H O S Gd
Thermal neutron capture cross section [b] 0.33 0.0002 0.53 49,700
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1. Introduction

Water Cherenkov (WC) detectors typically contain a large number
of protons, both to study their possible decay as well as to present
a large target for neutrino interactions. These detectors are now a
well-established tool for conducting particle physics research. However,
neutrons cannot be efficiently detected [1] in WC detectors. Free neu-
trons in these detectors are first thermalized and then mostly captured
on protons within about 200 �s (neutron capture cross section on free
protons is 0.3 barns while on oxygen it is 0.19 millibarns). The capture
on a proton produces a single 2.2 MeV gamma that is very difficult
to detect because the Compton scattered electron is relatively close to
Cherenkov threshold, and so produces too few photons given the typical
photocathode coverage in WC detectors. In addition, at these low
energies there are many background processes present, in particular
those produced by radon and spallation.

In 2003, GADZOOKS! was proposed, the idea of enriching WC detec-
tors with a water soluble gadolinium (Gd) salt [2]. Naturally occurring
Gd has the largest cross section for the capture of thermal neutrons
of all the naturally occurring elements (Ì49,000 barns). The largest
contributions come from the two isotopes 157Gd and 155Gd, with about
255,000 and 61,000 barns respectively, and natural abundances of
15.65% and 14.80%. After neutron capture on 157Gd and 155Gd, gamma
cascades follow with total energies 7.9 MeV and 8.5 MeV, respectively.
Hereafter, we will collectively refer to these gamma cascades as 8 MeV
gamma cascades.

Gd is insoluble in water but there are Gd compounds that could
be used. Gd nitrate, Gd(NO3)3, has been used as a neutron poison in
nuclear reactors but nitrates are mostly opaque in the UVA region [3]
which covers a large portion of the effective spectrum. Gd chloride,
GdCl3, is easily soluble and has good Cherenkov light transparency.
Gd sulfate, Gd2(SO4)3, has a similar solubility and transparency, and
in addition it is less reactive than GdCl3 and thus more suitable to be
used in a detector. Therefore, we chose Gd sulfate. Gd sulfate is easier
to dissolve when octahydrated: Gd2(SO4)3 � 8H2O (8 molecules of water
per Gd atom). Hereafter, we will refer to it as just Gd sulfate and omit
that it is octahydrated.

To achieve 90% of the neutron captures on Gd after dilution,
we need to achieve a concentration of about 0.2% of Gd sulfate by
mass, i.e. about 0.1% of dissolved Gd; see Fig. 1. This means we
will need to dissolve about 100 tons of Gd sulfate into the 50 kton
Super-Kamiokande (Super-K, SK) to achieve this goal. With this Gd
concentration, neutrons thermalize and are then captured within about
30 �s (see Fig. 10 in Section 5).

1.1. Physics

Neutron tagging in WC detectors opens up many new possibilities
because it is a powerful tool to reduce backgrounds. Here we will
discuss some of the physics topics most likely to benefit from efficient
neutron tagging in WC detectors: galactic supernova neutrinos, diffuse
supernova neutrino background, atmospheric neutrinos, and proton
decay analyses. In addition, though not considered here, Gd loading
is also expected to enhance both long-baseline and reactor neutrino
studies.

Galactic supernova neutrinos and diffuse supernova neutrino
background

A core-collapse supernova (SN) releases about 1046 J. Out of this
vast amount of energy, Ì99% is released in neutrino production. Since
neutrinos interact with matter only weakly, they leave the exploding
star and travel through space without significant attenuation. Neutrino
detectors like Super-K can easily detect galactic supernova explosions
(SNe) through inverse beta decay (IBD) events ⌫e + p ô n+ e+. Because
of the large cross section and the relatively large positron energies
involved, these events represent about 88% of the total events [4,5].
Elastic scattering events, ⌫x + e* ô ⌫x + e*, where ⌫x are neutrinos

Fig. 1. Fraction of neutrons captured on Gd as a function of its concentration in water
by mass.

and antineutrinos of all species, represent only about 3% of all the
events [4], but are very useful because they point back to the SN. Since
we cannot distinguish electrons from positrons (positron annihilation is
entirely invisible in WC detectors), directional elastic scattering events
are diluted by non-directional IBD events which limits the pointing
accuracy. By efficiently identifying IBD events by the observation of
neutron captures on Gd and removing them from the elastic scattering
sample, the pointing accuracy doubles [6,7]. As a consequence, the area
of the sky in which astronomers would expect to eventually observe the
SN would be reduced by a factor of four.

Among other benefits, a Gd-loaded Super-K would have enhanced
sensitivity to late black hole formation [8] and extend the neutrino
observation of the cooling phase to later times. Also, efficient neutron
detection opens up the possibility to see stellar neutrinos from silicon
fusion in nearby massive stars [9,10] (distance less than 1 kpc and M
> 13 MÊ). This is the last phase in the lifetime of a massive star and
lasts from a few hours to a few days before the stellar core collapse, so
it serves as a pre-supernova warning.

We expect about two or three SNe per century in our galaxy [11].
The neutrino flux of a single SN far from our galaxy is not large enough
to be detected. However, there have been many SNe in the history
of the universe, creating a copious, ubiquitous and isotropic neutrino
flux: the diffuse SN neutrino background (DSNB) [2]. The predicted
spectra are shown in Fig. 2. In this case, we would not be able to link
a given event in our detector with a specific SN. However, if we could
collect enough events we would acquire information about the neutrino
spectrum of an average SN, the history of stellar formation and collapse,
the percentage of optically failed SNe, the universe’s expansion rate,
and would establish the most stringent constrains to neutrino decay.

The DSNB has not yet been observed, though the current best
limits have been set by Super-K [13]. Reactor and atmospheric an-
tineutrinos limit the search below 8 MeV and above 30 MeV, respec-
tively, which defines the search window. However, this analysis is
limited by currently irreducible backgrounds in this window. These
backgrounds would be greatly reduced by requiring the distinctive co-
incident prompt/delayed signals arising from efficient neutron tagging
capabilities. In addition, we would be able to lower the current energy
threshold in the analysis. Reactor antineutrinos with energies up to
about 8 MeV would impose an upper limit to observing DSNB from
SNe with redshifts of about z = 1. After adding gadolinium sulfate to
Super-K, we expect to record up to six DSNB events per year [2].

Atmospheric neutrinos
Efficient neutron tagging adds more information about the neutrino,

the interaction type and the neutrino energy. To give an idea of the

2

~0.011%

~50%

~0.03%

~75%

Figure 2.10: Neutron capture rate on Gd [64].

SK-VII
In June 2022, we additionally dissolved 27.3 tons of Gd2(SO4)3 · 8H2O into the SK tank and SK-VII

started. The Gd mass concentration is comparable to 0.03%. The time constant of neutron capture at this Gd
mass concentration is about 62 µs.

The information of each observation phase is summarized in Table 2.2.

Table 2.2: Information of each observation phase.

Phase SK-I SK-II SK-III
Start Apr. 1996 Oct. 2002 Jul. 2006
End Jul. 2001 Oct. 2005 Sep. 2008
# of ID PMTs (Coverage) 11,146 (40%) 5,182 (19%) 11,129 (40%)
# of OD PMTs 1,885 1,885 1,885
Electronics ATM ATM ATM
Gd mass concentration 0% 0% 0%

Phase SK-IV SK-V SK-VI SK-VII
Start Sep. 2008 Jan. 2019 Jul. 2020 Jun. 2022
End Jun. 2018 Jul. 2020 Jun. 2022 -
# of ID PMTs (Coverage) 11,129 (40%) 11,129 (40%) 11,129 (40%) 11,129 (40%)
# of OD PMTs 1,885 1,885 1,885 1,885
Electronics QBEE QBEE QBEE QBEE
Gd mass concentration 0% 0% 0.011% 0.03%
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2.5 Detection principle

When the speed of the charged particle passing through the dielectric medium is faster than the speed
of light in the medium, photons are radiated conically along the track of the particle. This phenomenon is
called “Cherenkov radiation”, and the radiated photons are called “Cherenkov photons”. Figure 2.11 shows
the schematic view of Cherenkov radiation. The Cherenkov photons are projected in a ring as shown in left
side of Figure 2.11. The ring is called “Cherenkov ring”. In the SK, the energy, generated position, direction
and the kind of the charged particle are reconstructed using the time, quantity of charge and Cherenkov ring
pattern information that ID PMTs received. In right side of Figure 2.11, the charged particle with velocity
v moves distance vt = v

c ct = βct in time t, where c is the speed of light in vacuum and β = v
c is the ratio

of v and c. While the Cherenkov photon moves distance c
n t in time t, where n is the refractive index of the

dielectric medium. Therefore, when the angle between the direction of charged particle and the direction of
Cherenkov photon is defined as θC, the next formula is established,

cos θC =
c
n t

βct
=

1

nβ
. (2.1)

In Equation (2.1), assuming that n = 1.34, which is the refractive index of water, and β = 1, θC becomes
about 42 degrees. Therefore, in water, the maximum angle between the direction of charged particle and the
direction of Cherenkov angle is about 42 degrees.

The energy E required for the charged particle with rest mass m to emit Cherenkov photons (Cherenkov
threshold) is

E =
mc2√
1− β2

≥ mc2√
1−

(
1
n

)2 =
nmc2√
n2 − 1

. (2.2)

The Cherenkov threshold of main charged particles is summarized in Table 2.3.
Assuming that the wavelength region of Cherenkov photons is from λ1 to λ2, the number of Cherenkov

photons N emitted per unit length x when the particle with charge z passes through the medium is

dN

dx
= 2παz2 sin2 θC

(
1

λ1
− 1

λ2

)
, (2.3)

where α is the fine-structure constant.  

 

 

ᅗ  ᶍᘧᅗࡢᨺᑕࣇࢥ࢙ࣥࣞࢳ 2-1

 

 

 
 

ᅗ 2-2 ᰾ศ⿣཯ᛂ࡛⏕ࣇࢥ࢙ࣥࣞࢳࡿࡌග㔞ࡢィ⟬ᡭἲ 
 

 

 

 

 

 

ncvc 

nc 
 1

cos 

c
t
n
c

vt

- � -

JAEA-Technology 2014-028

!
" # $C

%#

Figure 2.11: Schematic view of Cherenkov radiation [65].
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Table 2.3: Cherenkov threshold of main charged particles [1]. m is rest mass and E is Cherenkov threshold. Here
n = 1.34 is assumed.

Charged particle e± µ± π± K± p
m [MeV/c2] 0.511 105.658 139.570 493.677 938.272
E [MeV] 0.768 158.730 209.676 741.652 1,409.568

2.6 Water purification system

The 50 kilotons ultrapure water of the SK is made from the underground water of the Kamioka mine.
The underground water contains the dust, bacteria and radioactive impurities. These impurities should be
removed to avoid decreasing the water transparency and increasing low energy backgrounds. In the SK, these
impurities are removed by circulating and purifying the ultrapure water using the water purification system
at a flow rate of 120 m3/h. Figure 2.12 shows the schematic view of water purification system. This system
consists of three systems: the dissolving system, the pretreatment system and the re-circulation system. The
dissolving system and the pretreatment system are used during Gd loading, while the re-circulation system
is used during both Gd loading and data taking. Here each component of re-circulation system is described
below.

• UV total organic carbon reduction lamp (TOC): TOC lamp oxidatively decomposes carbon and other
compounds. These are eventually decomposed into water and carbon dioxide.

• Heat exchanger (HE): High water temperature causes the bacterial growth, the decrease of water trans-
parency and the increase of PMT dark noise. HE keeps the water temperature around 13 ◦C at a
precision better than 0.01 ◦C.

• Strongly acidic cation exchange resin (C-Ex Resin): C-Ex Resin removes positively charged impuri-
ties, and radium ions in particular, while preserving the dissolved gadolinium ions (Gd3+).

• Strongly basic anion exchange resin (A-Ex Resin): A-Ex Resin removes negatively charged impurities
while preserving the dissolved sulfate ions (SO2−

4 ).

• One micron filter (1 µm): 1 µm filter removes the dusts larger than 1 µm.

• UV sterilizer (UV): UV sterilizer kills the bacteria.

• Ultrafiltration modules (UF): UF modules remove tiny dusts.

• Membrane degasifier (MD): MD removes radon dissolved in the ultrapure water.
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Fig. 1. Schematic diagram of SK-Gd water system.

Fig. 2. Schematic diagram of the shear blender.

final HE, a membrane degasifier (MD) is installed in order to remove
Rn dissolved in the water.

Note that water rejected by the UF modules is returned to the first
buffer tank in Fig. 1 for reprocessing so that no water is discarded by
the system. Loss from the system is therefore limited to evaporation
from the SK tank itself, which is less than a few liters per day, and
from the membrane degasifier at a rate of between 30 and 60 l/day de-
pending on the flow rate. Water can be re-supplied from sources within
the Kamioka mine as needed. The system achieves stable circulation at
a fixed flow rate from the return pumps by automated control of the
water levels in the two buffer tanks in the figure.

3. Water flow in the tank

The Gd2(SO4)3 �8H2O powder was dissolved into SK while recirculat-
ing water from the SK tank through the water system described in the
previous section. In order to efficiently achieve a uniform concentration
of Gd in the tank, we injected Gd-loaded water at the bottom of the tank
while removing pure water from its top as illustrated in Fig. 3. This
was achieved by precise control of the supply water temperature and
adjustment of the water flow at various water inlets and outlets on the
tank. A brief description of the water flow control for the Gd loading is
given in this section, whereas a more general description of the water
flow in the Super-Kamiokande detector can be found in Appendix B.

3.1. Temperature control

The temperature of the water being sent from the water system to
the tank (known as ‘‘supply water’’) is controlled at a precision better
than 0.01 ˝C. This is accomplished by using a quartz thermometer
which provides feedback to the heat-exchange unit installed in the final
section of pipe before water is returned to the tank [8]. Prior to Gd
loading, the water temperature in the tank was raised by setting the
supply water temperature to 13.90 ˝C at Temperature Control Unit
B in Fig. 1. Water was recirculated under these conditions for about
45 days. Afterwards the supply temperature was lowered to 13.55 ˝C
to begin the Gd loading. This created an additional density difference
between the Gd-loaded water and the pure water in the tank beyond
that caused by the compound itself. In this way the spatial profile
of the Gd-loaded water could be monitored by measuring the water
temperature at different positions in the detector.

4

Figure 2.12: Schematic view of water purification system [46]. The dissolving system and the pretreatment system are
used during Gd loading, while the re-circulation system is used during both Gd loading and data taking.

2.7 Air purification system

Most of radioactive backgrounds come from radon, which is rich in the rock of the Kamioka mine. To
reduce radioactive backgrounds, radon in the air should be reduced as much as possible.

Figure 2.13 shows the typical radon concentration in the air at the SK over a year. Radon concentration in
the air of the mine is 2,000 - 3,000 Bq/m3 during the warm season, from May to October, while the concen-
tration is 100 - 300 Bq/m3 in the cold season, from November to April. This is because the airflow inside the
mine changes depending on the temperature outside the mine. To keep the concentration below 100 Bq/m3

inside the experimental area, fresh air is continuously blown at a flow rate of 10 m3/min from outside the
mine (Radon Hut) to the experimental area through an air duct. The flow rate makes the air pressure inside
the experimental area higher than outside, minimizing the entry of the air outside the experimental area. As a
result, the concentration inside the experimental area is kept at 30 - 50 Bq/m3 throughout the year, as shown
in Figure 2.13.

However, the radon concentration inside the experimental area is still too high for observations with
low radioactive backgrounds. Therefore, the fresh air is purified using the air purification system, then the
purified air is supplied to the gap between the top of the SK tank and the water surface. Figure 2.14 shows
the schematic view of air purification system. Each component of air purification system is described in
Ref. [66]. The residual radon concentration in the purified air is a few mBq/m3.
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Figure 2.13: Typical radon concentration in the air at the SK over a year [56]. The solid line shows the concentration
outside the experimental area. The dashed line shows the concentration inside the experimental area.

Figure 2.14: Schematic view of air purification system [56]. Each component of air purification system is described in
Ref. [66].

2.8 Data acquisition system

As explained in Section 2.4, the data acquisition system was changed from ATM to QBEE in SK-IV. The
data used in this thesis was acquired by QBEE. Therefore, the description of ATM is omitted in this thesis.

Figure 2.15 shows the schematic view of the data acquisition system after SK-IV. One QBEE board has
8 QTCs, and one QTC has 3 analog input channels for PMT signals. That is, one QBEE board has 24 analog
input channels for PMT signals. Figure 2.16 shows the block diagram of the QTC and its surroundings. Each
analog input channel has three gain ranges: small, medium, and large. The gain ratio of small, medium, and
large is set to 1, 1/7, and 1/49, respectively. Also, the charge dynamic range of small, medium, and large is
0.2 - 51 pC, 1 - 357 pC, and 5 - 2500 pC, respectively. The gain ratio is optimized to cover a wide charge
dynamic range with reasonable resolution. When the charge is sent to a QBEE board, the QTC integrates the
charge and generates the output signal with the width proportional to the integrated charge. Then the output
signal is digitized by time-to-digital converter (TDC). The digitized signals are transferred to 20 front-end
PCs, and sent to 10 merger PCs. In the merger PCs, the signals from all the front-end PCs are merged and
the software trigger is applied. Details about the software trigger is described later. From the merger PCs,
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signals for triggered events are sent to an organizer PC and then written onto the disk for offline analysis.
Details about the front-end PCs, merger in the merger PCs, the organizer PC, and the disk are described in
Ref. [67].

The software trigger process scans the signals sent to the merger PCs and searches the events satisfying
the trigger conditions. A trigger is applied when the number of ID PMT hits within 200 ns, which corre-
sponds to the time that a Cherenkov photon moves from the edge of the SK tank to other, is a certain value
or more. Figure 2.17 and Figure 2.18 show the software trigger threshold for recording PMT hits of each
trigger type from SK-IV to SK-VII. There are four trigger types for ID: Super Low Energy (SLE), Low
Energy (LE), High Energy (HE), and Super High Energy (SHE). Each trigger threshold changes depending
on its trigger rate. Also, OD trigger is applied when the number of OD PMT hits within 200 ns is 22 or more.
Basically, when a trigger is applied, all hits from −5 µs to 35 µs are recorded, where the trigger timing is
0 µs. However, in the case of SLE, all hits from −0.5 µs to 1.0 µs are recorded due to the high trigger rate.

From SK-IV, a special trigger, AFT, was installed to search delayed neutron capture signals. Previously,
AFT trigger was applied when SHE trigger was applied and OD trigger was not applied to avoid events by
cosmic ray muons. However, from June 2020, the condition about OD trigger was removed to study spalla-
tion events by cosmic ray muons. When AFT trigger is applied, all hits from 35 µs to 535 µs (from 35 µs to
385 µs before November 2010 [22]) in addition to from −5 µs to 35 µs are recorded.
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Figure 2.15: Schematic view of the data acquisition system [67].
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Figure 3: Block diagram of the QTC and its surroundings. PMT signals, transmitted
through coaxial cables, are divided among three QTC gain ranges. Combined with the
input circuits, the QTC provides full analog signal processing for the PMT signals. Output
signals are generated by LVDS drivers and read by TDCs.

For long-term operation of the SK detector, an integrated 3-channel de-
vice for PMT signal readout has been developed. This application-specific
integrated circuit (ASIC), called the high-speed charge-to-time converter
(QTC) IWATSU CLC101, was designed in CMOS 0.35 µm technology. It
has built-in discriminators to trigger its integration circuits by itself, and
encodes the amount of input charge to the timing signal, where leading edge
and width represent timing and integrated charge of the input signal, respec-
tively. Necessary preamplifier and analog delay circuits also reside in the
ASIC to enable high-density application.

The new ASIC offers three charge dynamic ranges, each with a short cycle
time (< 1 µsec). In real application, the output signal from each range would
be digitized by modern time-to-digital converters (TDCs), e.g. the ATLAS
Muon TDC ASIC [9] whose least significant bit (LSB) resolution is 0.52 ns.
A field-programmable gate array (FPGA) would then choose which range
is most appropriate and send only that one to be read by data acquisition
computers.

In this article, section 2 describes the design of the new QTC ASIC.
Section 3 describes the performance of the ASIC on the final fabricated chip.
Section 4 presents our conclusions.

2. Design of the QTC ASIC

2.1. Overview of the design

Figure 3 shows a diagram of the QTC and its surroundings, and Table 1
summarizes its specifications. The QTC has three input channels per chip.

4

Figure 2.16: Block diagram of the QTC and its surroundings [61]. The output signal of each range (small, medium,
or large) is generated by low voltage differential signaling (LVDS) drivers and digitized by time-to-digital converter
(TDC).
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Figure 2.17: Software trigger threshold for recording PMT hits of each trigger type in SK-IV. After May 2015, SLE
trigger threshold changed from 34 to 31. While, after September 2011, SHE trigger thershold changed from 70 to 58.
During SK-IV, LE and HE trigger threshold was 47 and 50, respectively.
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Figure 2.18: Software trigger threshold for recording PMT hits of each trigger type in SK-V, SK-VI, and SK-VII. In
most periods, SLE, LE, HE, and SHE trigger threshold is 34, 49, 52, and 60, respectively.
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3 Simulation

3.1 Atmospheric neutrino flux

Many hadrons like pions and kaons are generated by reactions between a cosmic ray and a nucleus in the
atmosphere. The generated hadron decays into a muon and a neutrino, and the muon decays into an electron
and two neutrinos. The generated neutrinos in the atmosphere are called “atmospheric neutrinos”. Figure 3.1
shows the schematic view of atmospheric neutrino production.

Cosmic ray

𝛑±, 𝐊±

µ±

𝐞±

Atmosphere

𝛎𝛍(𝛎&𝛍) 𝛎𝛍(𝛎&𝛍) 𝛎𝐞(𝛎&𝐞) 

Figure 3.1: Schematic view of atmospheric neutrino production.

The atmospheric neutrino flux at the SK detector is predicted using the HKKM11 model [68]. Figure 3.2
shows the atmospheric neutrino flux predicted by the HKKM11 model for the Kamioka site [52, 68]. As
shown in this figure, the predicted flux shows good agreement with the observation in SK. Atmospheric
neutrino/antineutrino ratio and atmospheric neutrino flux of νe + νµ (ν̄e + ν̄µ), νe (ν̄e), and νµ (ν̄µ) predicted
by the HKKM11 model for the Kamioka site are shown in Figure 3.3 [68]. In this measurement, systematic
uncertainties of atmospheric neutrino flux and atmospheric neutrino/antineutrino ratio are considered (see
Section 8.2).

3.2 Neutirno interaction

Neutrino interactions are simulated using NEUT [77] (version 5.4.0.1). Figure 3.4 and Figure 3.5 show
the cross sections of charged-current interactions to nucleon used in NEUT (version 5.4.0.1).

Figure 3.6 shows the schematic view of neutrino-oxygen NCQE scattering. The NCQE cross section
on oxygen is based on the model using the oxygen spectral function [51, 92] with the BBBA05 vector form
factor [93] and the dipole axial form factor [93].

According to Ref. [51], NCQE cross section is defined as

d2σνA
dΩdE′

ν

=
∑

N=p,n

∫
d3pdEPN (p, E)

M

EN

d2σνN
dΩdE′

ν

, (3.1)

where M is the nucleon mass and EN =
√
M2 + p2. PN (p, E) is the spectral function, that is, the prob-

ability of removing a nucleon of momentum p from the target leaving the residual nucleus with energy
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The νe and νμ fluxes are also separated into upwardgoing
and downwardgoing data sets, using their reconstructed
direction, and measured in Fig. 12. This is in order to check
any possible bias in the flux calculation due to the
differences of the data sets; for example, neutrino oscil-
lation has a stronger effect in the upwardgoing data above
GeV energies, and the UPMU data is an upwardgoing
sample only. As seen in the figure, no obvious difference
exists between the fluxes measured using these two
data sets.
Although we thoroughly validated the accuracy of the

unfolding procedure using the HKKM-like pseudodata and
included the estimated regularization bias as a systematic
uncertainty, there has still been some concern about the
ability of the unfolding procedure to accurately reproduce
more complicated spectral shapes, such as the wavy shape
that was eventually obtained, and, in particular, whether or
not such a shape would be more strongly affected by the

number of iterations. We therefore perform a further post
hoc check using the same validation method as before, but
using our actual unfolded spectra from the data as the
pseudodata truth input. Figure 13 shows the unfolded
spectrum as a function of number of iterations, from
1 up to 10, on top of the previously estimated regularization
error. It is seen that at around five iterations, which we had
adopted based on the pseudodata test, the unfolded spectra
are stable. Furthermore, the spectra are reproduced approx-
imately within the estimated regularization uncertainties.
Therefore, we conclude that the shapes of our unfolded
spectra are not due to an unexpected additional bias from
the unfolding procedure.
In Fig. 14 this flux measurement is shown with the

results from other experiments. Our measured data provide
significantly improved precision below 100 GeV. The
minimum of the observed energy range is extended
below 1 GeV, and at higher energies overlaps with νμ
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FIG. 14. The measured energy spectra of the atmospheric νe and νμ fluxes by SK, shown with measurements by other experiments,
i.e., Frejus [39], AMANDA-II [40,41], IceCube [42–45], and ANTARES [75]. The phrase “forward folding” used by IceCube and
AMANDA-II is synonymous with forward fitting. The HKKM11 flux model predictions for the Kamioka site are also shown in solid
(with oscillation) and dashed (without oscillation) lines. The error bars on the SK measurement include all statistical and systematic
uncertainties.
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Figure 3.2: Atmospheric neutrino flux predicted by the HKKM11 model for the Kamioka site [52, 68]. Data plots
are taken from the following experiments: Super-Kamiokande I-IV [52], Frejus [69], IceCube [70–73], AMANDA-
II [74, 75], and ANTARES [76].
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Figure 3.4: Cross sections of charged-current (CC) interactions to nucleon for νµ (left) and ν̄µ (right) used in NEUT
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In our approach, the cross section of !-ray production
following a NC QE interaction, "!, is written in the form

"! ! "ð#þ 16
8 O ! #þ !þ Y þ NÞ ¼

X

$

"ð#þ 16
8 O

! #þ X$ þ NÞBrðX$ ! !þ YÞ; (1)

where N is the knocked out nucleon, X$ denotes the
residual nucleus in the state $, and Y is the system result-
ing from the electromagnetic decay of X$, e.g.,

15
8 O, 15

7 N,
14
7 Nþ n, or 14

6 Cþ p [12–14]. The energy spectrum of the
states of the residual nuclei is schematically illustrated
in Fig. 2.

According to the shell model, nuclear dynamics can be
described by a mean field. In the simplest implementation
of this model, protons in the 16

8 O nucleus occupy three
states, 1p1=2, 1p3=2, and 1s1=2, with removal energy 12.1,
18.4, and &42 MeV, respectively [15–17]. The neutron
levels exhibit the same pattern, see Fig. 1, but are
more deeply bound by 3.54 MeV [14]. Since below

nucleon-emission threshold the deexcitation process is
governed only by energy differences, the proton and neu-
tron holes yield photons of very similar energy, the differ-
ences being as small as &0:1 MeV (see Fig. 2).
The calculation of the NC QE cross section, "ð#þ

16
8 O ! #þ X$ þ NÞ, has been performed within the
approach discussed in Refs. [18,19] for the case of
charged-current (CC) interactions, whereas the branch-
ing ratios BrðX$ ! !þ YÞ have been taken from
Refs. [12,20].
Following Refs. [18,19], we write the NC QE cross

section in the form

d"#A

d!dE0
#
¼

X

N¼p;n

Z
d3pdEPNðp; EÞ

M

EN

d"#N

d!dE0
#
; (2)

where EN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ p2

p
, M being the nucleon mass,

d"#N=d!dE0
# denotes the elementary neutrino-nucleon

cross section, and the spectral function PNðp; EÞ yields
the probability of removing a nucleon of momentum p
from the target leaving the residual nucleus with energy
Eþ E0 'M, E0 being the target ground-state energy.
In the nuclear shell model, nucleons occupy single-

particle states %$ with binding energy 'E$ (E$ > 0). As
a consequence, knockout of a target nucleon leaves the
residual system in a bound state, and the spectral function
can be conveniently written in the form

PNðp; EÞ ¼
X

$2fFg
n$j%$ðpÞj2f$ðE' E$Þ; (3)

where %$ðpÞ is the momentum-space wave function asso-
ciated with the $th shell model state and the sum is
extended to all occupied states belonging to the Fermi
sea fFg. The occupation probability n$ ( 1 and the
(unit-normalized) function f$ðE' E$Þ, describing the en-
ergy width of the $th state, account for the effects of
nucleon-nucleon (NN) correlations, not included in the
mean-field picture. In the absence of correlations, n$ !
1 and f$ðE' E$Þ ! &ðE' E$Þ.
Precise measurements of the coincidence (e, e0p) cross

section, yielding direct access to the target spectral func-
tion, have provided unambiguous evidence of deviations
from the mean-field scenario, leading to significant deple-
tion of the single-particle states [15–17]. The data at large
missing momentum and large missing energy [i.e., large
jpj and large E in Eq. (2)], collected at Jefferson Lab by the
JLAB E97-006 Collaboration, indicate that NN correla-
tions push &20% of the total strength to continuum states
outside the Fermi sea [21].
A realistic model of the proton spectral function of

oxygen has been obtained within the local density approxi-
mation (LDA), combining the experimental data of
Ref. [15] with the results of theoretical calculations of
the correlation contribution in uniform nuclear matter at
different densities [18,22]. The results reported in Ref. [18]
show that the LDA spectral function provides an accurate

FIG. 2. Low-lying excited levels of the residual nuclei pro-
duced in 16

8 Oð#;#0NÞ scattering. Energies are measured with
respect to the 15

7 N ground state.

FIG. 1 (color online). Schematic representation of neutral-
current neutrino scattering off oxygen.
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Figure 3.6: Schematic view of neutrino-oxygen NCQE scattering [51]. Dashed line represents the nucleon emission
threshold. According to the shell model, protons and neutrons in the 16O nucleus occupy three states (p1/2, p3/2, and
s1/2). The removal energy of p1/2 state, p3/2 state, and s1/2 state for protons is 12.1 MeV, 18.4 MeV, and ∼42 MeV,
respectively. The removal energy for neutrons is 3.54 MeV larger than that for protons.

E+E0−M , E0 being the target ground state energy. d2σνN/dΩdE′
ν is the neutrino-nucleon cross section.

In the nuclear shell model, the spectral function PN (p, E) can be written in the form

PN (p, E) =
∑

α∈{F}

nα|ϕα(p)|2fα(E − Eα), (3.2)

where nα (≤ 1) is the occupation probability of the αth state, ϕα(p) is the momentum-space wave function
associated with the αth state, fα(E − Eα) is the (unit-normalized) function describing the energy width
of the αth state, −Eα (Eα > 0) being the binding energy of the αth state, and the sum is extended to all
occupied states belonging to the Fermi sea {F}. The neutrino-nucleon cross section d2σνN/dΩdE′

ν can be
written in the form

d2σνN
dΩdE′

ν

=
G2

F

8π2
E′

ν

Eν

LµνW
µν

ME′
N

δ(ω̃ + EN − E′
N ), (3.3)

where GF is the Fermi coupling constant and E′
N =

√
M2 + p′2. The leptonic tensor Lµν and the hadronic

tensor Wµν are given by

Lµν = 2(k′µkν + k′νkµ − gµνk · k′ − iεµναβk
αk′β), (3.4)

Wµν = −gµνM2W1 + p̃µp̃νW2 + iεµναβ p̃αq̃βW3 + q̃µq̃νW4 + (p̃µq̃ν + p̃ν q̃µ)W5, (3.5)

where p̃ = (EN ,p) and q̃ = (ω̃,k − k′). The structure functions Wi (i = 1, 2, 3, 4, 5) can be written as

W1 = τ(FN
1 + FN

2 )2 + (1 + τ)F2
A,

W2 = (FN
1 )2 + τ(FN

2 )2 + F2
A,

W3 = (FN
1 + FN

2 )FA,

W4 =
1

4
[(FN

1 )2 + τ(FN
2 )2 − (FN

1 + FN
2 )2 − 4FP (FA − τFP )],

W5 =
1

2
W2, (3.6)
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where τ = −q̃2/(4M2). The nucleon form factors {FN
i (i = 1, 2), FA, FP } can be written as

FN
1 = ±1

2
(F p

1 − F n
1 )− 2 sin2 θWF

N
1 ,

FN
2 = ±1

2
(F p

2 − F n
2 )− 2 sin2 θWF

N
2 ,

FA =
1

2

∆s± gA
(1− q̃2/M2

A)
2
,

FP =
2M2FA

m2
π − q̃2

, (3.7)

where the upper (lower) sign corresponds to proton (neutron) form factors, θW is the weak mixing angle, ∆s
(= −0.08) is the strange quark contribution, gA = −1.2673, MA is the axial mass, and mπ is the pion mass.
The form factors FN

1 and FN
2 can be expressed as

FN
1 =

GN
E + τGN

M

1 + τ
,

FN
2 =

GN
M −GN

E

1 + τ
, (3.8)

where GN
E is the electric form factors and GN

M is the magnetic form factors. Figure 3.7 shows the NCQE
cross section on nucleon and on oxygen nucleus as a function of neutrino energy. Figure 3.8 shows the ratio
of the BBBA05 vector form factors to Gd (the dipole axial form factor).

The state of the residual nucleus after primary interaction (see Figure 1.8) is selected based on the prob-
abilities computed in Ref. [51]. There are four states, (p1/2)−1, (p3/2)−1, (s1/2)−1, and others, where
(state)−1 shows the state of the nucleus after a nucleon initially occupying the state (p1/2, p3/2, or s1/2) is
removed. The production probability of each state is 0.1580, 0.3515, 0.1055, and 0.3850, respectively. The
production probabilities of (p1/2)−1 state, (p3/2)−1 state, and (s1/2)

−1 state are obtained by multiplying the
spectroscopic strength by the probability that a nucleon in the state is knocked out. Spectroscopic strengths
of the 16O hole states and probabilities that a nucleon in the state is knocked out are summarized in Table 3.1.
The production probability of others state is equal to 1 − 0.1580 − 0.3515 − 0.1055.
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Figure 3.7: NCQE cross section on nucleon (left) and on oxygen nucleus (right) as a function of neutrino energy [51].
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5

Figure 2. The solid black line shows the ratio of the BBBA05 form factors to Gd, and the dashed blue
line is the ratio of the Kelly form factors to Gd. The differences in the two parameterizations for Gep

Gd
and

Gen

Gd
are due to the constraints applied to the BBBA05 form factors. All figures have a y-axis ranging

from Q2 = 0GeV 2 to Q2 = 30GeV 2. In the lower limit (Q2 = 0GeV 2), all ratios approach unity, except
for Gen, which approaches zero.

The above constraints were implemented by
scaling the high Q2 data-points of Gmp and then
adding these scaled points to the datasets for Gen

and Gmn during the fits. The “constraint data”
are not shown in the figures of this paper. While
we initially tried to apply the constraints explic-
itly to the fit parameters that determined the high
Q2 behavior of the less well-measured form fac-
tors, the convergence of the constraints was very
slow. We were looking for something to converge
around Q2 = 30GeV 2. Using these additional
data-points satisfied this criteria. Errors on the
“constraint data” were inflated to keep these ad-
ditional points from wielding too strong an influ-
ence on the fits.
Because the above constraints are all on

squares of form factors, one may argue about dif-
ferent sign conventions that one could use in the
application of the constraints, particularly at high
Q2, where many of the form factors are poorly
measured. At large Q2 values, where Gep and
Gen might change sign, their contributions to the

neutrino cross section are extremely small [13].
We ran fits with both signs for Gen and preferred
the positive Gen in the end. Gen < 0 yielded odd
oscillatory behavior in the constraint at the sign
change.
The plots that will be shown in this paper are

based on Gen > 0, and with d
u

= 0.2. The fit
parameters are shown in Table 1.

6. Plots and discussion of new parameter-
ization

Plots of the new parameterizations are shown
in Figure 2. As shown in the figure, the BBBA05
parameterizations of GMp and GMn are close to
the Kelly form factors. However, the new func-
tional form and added high Q2 constraints cause
the BBBA05 parameterization of GEn to die off
much more quickly at high Q2 than does the Kelly
parameterization.
Plots demonstrating the behavior of the con-

straints are shown in Figures 3 and 4. The ratios
here both appear to satisfy the constraint at one

Figure 3.8: The ratio of the BBBA05 vector form factors to Gd (the dipole axial form factor) (shown in the solid brack
line) [93]. The dashed blue line shows the ratio of the Kelly form factors to Gd.

Table 3.1: Spectroscopic strengths of the 16O hole states (Sα) and probabilities that a nucleon in the state is knocked
out (Pα) [51].

α p1/2 p3/2 s1/2
Sα 0.632 0.703 0.422
Pα 2/8 4/8 2/8

(p1/2)
−1 state is the ground state of 15O or 15N, thus no gamma-ray is emitted. Mainly 6.18 MeV or

6.32 MeV gamma-rays are emitted from (p3/2)
−1 state of 15O or 15N, respectively [94, 95]. De-excitation

modes of (p3/2)
−1 state implemented in NEUT are summarized in Table 3.2 and Table 3.3. In the case

of (s1/2)
−1 state, nucleons and gamma-rays are emitted because the excitation energy is high. The de-

excitation mode is selected based on the 16O(p, 2p) experiment [96]. De-excitation modes of (s1/2)−1 state
implemented in NEUT are summarized in Table 3.4 and Table 3.5. In the case that the residual nuclei are
14N + p, kinetic energy of generated proton (Ep) is calculated by

Ep = max

[
0, (39.5× η + 10.65− El − E14N+p)×

m14N + El

mp +m14N + El

]
, (3.9)

where η is a random number uniformly distributed in the range from 0 to 1, El is the energy level, E14N+p

(= 7.30 MeV) is the energy threshold of two-body decay from 15O to 14N + p, m14N (= 13043.78 MeV)
is the mass of 14N ground state, and mp (= 938.27 MeV) is the proton mass. In the case that the residual
nuclei are 14O + n, kinetic energy of generated neutron (En) is calculated by

En = max

[
0, (39.5× η + 10.65− El − E14O+n)×

m14O + El

mn +m14O + El

]
, (3.10)

where E14O+n (= 13.22 MeV) is the energy threshold of two-body decay from 15O to 14O + n, m14O

(= 13048.92 MeV) is the mass of 14O ground state, and mn (= 939.56 MeV) is the neutron mass. In the
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case that the residual nuclei are 14N + n, En is calculated by

En = max

[
0, (39.5× η + 10.65− El − E14N+n)×

m14N + El

mn +m14N + El

]
, (3.11)

where E14N+n (= 10.83 MeV) is the energy threshold of two-body decay from 15N to 14N + n. In the case
that the residual nuclei are 14C + p, Ep is calculated by

Ep = max

[
0, (39.5× η + 10.65− El − E14C+p)×

m14C + El

mp +m14C + El

]
, (3.12)

where E14C+p (= 10.21 MeV) is the energy threshold of two-body decay from 15N to 14C + p and m14C

(= 13043.94 MeV) is the mass of 14C ground state. The others state includes all other possibilities that are
not in (p1/2)

−1, (p3/2)−1, and (s1/2)
−1 states, and there are no data nor theoretical predictions covered by

this state. In our simulation, the others state is set to be integrated into (s1/2)
−1 state by default.

Other distributions related to this section are summarized in Appendix B.1.

Table 3.2: De-excitation modes of (p3/2)−1 state for 15O implemented in NEUT. Eγ and Ep show the (kinetic) energy
of generated gamma-ray and generated proton, respectively. Probabilities that the mode is selected in NEUT are
summarized in the rightmost column. Please also check Ref. [94, 95].

Residual nuclei Energy level Eγ Ep Probability
(MeV) (MeV) (MeV)

15O 6.18 6.18 - 86.86%
14N + p 9.61 - 0.5 4.92%
14N + p 10.48 - 0.5 8.22%

Table 3.3: De-excitation modes of (p3/2)−1 state for 15N implemented in NEUT. Eγ and Ep show the (kinetic) energy
of generated gamma-rays and generated proton, respectively. Probabilities that the mode is selected in NEUT are
summarized in the rightmost column. Please also check Ref. [94, 95].

Residual nuclei Energy level Eγ Ep Probability
(MeV) (MeV) (MeV)

15N 6.32 6.32 - 86.86%
15N 9.93 9.93 - 3.82%
15N 9.93 5.30+ 4.64 - 0.76%
15N 9.93 6.32+ 3.61 - 0.24%
15N 9.93 7.30+ 2.63 - 0.10%

14C + p 10.70 - 0.5 8.22%
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Table 3.4: De-excitation modes of (s1/2)−1 state for 15O implemented in NEUT. Eγ , En, and Ep show the (kinetic)
energy of generated gamma-ray, generated neutron, and generated proton, respectively. Probabilities that the mode is
selected in NEUT are summarized in the rightmost column. The last two rows consider the three-body decay of 15O.
Please also check Ref. [96].

Residual nuclei Energy level Eγ En Ep Probability
(MeV) (MeV) (MeV) (MeV)

13N + d 3.09 3.09 - - 3.00%
13N + d 3.68 3.68 - - 4.17%
13N + d 3.85 3.68 - - 1.67%
13N + d 3.85 3.85 - - 2.88%
12N + t 4.44 4.44 - - 5.80%
14N + p g.s. - - Equation (3.9) 6.74%
14N + p 4.92 4.92 - Equation (3.9) 5.04%
14N + p 5.69 3.38 - Equation (3.9) 2.88%
14N + p 5.69 5.69 - Equation (3.9) 1.62%
14N + p 5.83 5.11 - Equation (3.9) 0.34%
14N + p 5.83 5.83 - Equation (3.9) 0.12%
14N + p 6.45 5.11 - Equation (3.9) 0.23%
14N + p 6.45 6.44 - Equation (3.9) 1.96%
14N + p 7.03 7.03 - Equation (3.9) 6.61%
14O + n g.s. - Equation (3.10) - 1.15%
14O + n 6.73 6.73 Equation (3.10) - 0.41%
14O + n 7.34 6.09 Equation (3.10) - 2.79%
14O + n 7.34 6.73 Equation (3.10) - 1.96%
14O + n 7.34 7.34 Equation (3.10) - 0.95%

- - - - 0–5 31.90%
- - - 0–5 - 17.78%
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Table 3.5: De-excitation modes of (s1/2)−1 state for 15N implemented in NEUT. Eγ , En, and Ep show the (kinetic)
energy of generated gamma-ray, generated neutron, and generated proton, respectively. Probabilities that the mode is
selected in NEUT are summarized in the rightmost column. The last two rows consider the three-body decay of 15N.
Please also check Ref. [96].

Residual nuclei Energy level Eγ En Ep Probability
(MeV) (MeV) (MeV) (MeV)

13C + d 3.09 3.09 - - 3.00%
13C + d 3.68 3.68 - - 4.17%
13C + d 3.85 3.68 - - 1.67%
13C + d 3.85 3.85 - - 2.88%
12C + t 4.44 4.44 - - 5.80%
14N + n g.s. - Equation (3.11) - 6.74%
14N + n 4.92 4.92 Equation (3.11) - 5.04%
14N + n 5.69 3.38 Equation (3.11) - 2.88%
14N + n 5.69 5.69 Equation (3.11) - 1.62%
14N + n 5.83 5.11 Equation (3.11) - 0.34%
14N + n 5.83 5.83 Equation (3.11) - 0.12%
14N + n 6.45 5.11 Equation (3.11) - 0.23%
14N + n 6.45 6.44 Equation (3.11) - 1.96%
14N + n 7.03 7.03 Equation (3.11) - 6.61%
14C + p g.s. - - Equation (3.12) 1.15%
14C + p 6.73 6.73 - Equation (3.12) 0.41%
14C + p 7.34 6.09 - Equation (3.12) 2.79%
14C + p 7.34 6.73 - Equation (3.12) 1.96%
14C + p 7.34 7.34 - Equation (3.12) 0.95%

- - - 0–5 - 31.90%
- - - - 0–5 17.78%
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3.3 Simulation for the IBD-like event

Spallation events, reactor neutrino events, and DSNB events are estimated by generating one positron
and one neutron isotropically over the entire ID in MC. Moreover, the positron energy is uniform. The
number of events is later normalized by using neutrino flux or positron (electron) energy spectrum. Details
for the normalization are summarized below.

3.3.1 Spallation events

Spallation events are decays of radioactive isotopes produced by nuclear spallation of oxygen nuclei
induced by energetic cosmic ray muons. Figure 3.9 shows the schematic view of a spallation event. Some
radioactive isotopes emit one electron and one neutron, mimicing the IBD events. Most of them can be
ignored due to a short lifetime and a low yield, however, 9Li cannot be ignored because of a relatively long
lifetime (∼0.26 s) and a large yield (1.9× 50.8%× 10−7µ−1g−1cm2) [97]. Therefore, the number of events
is normalized by using the energy spectrum of electrons from 9Li decays and the measured 9Li rate at SK
(0.86 ± 0.12(stat.) ± 0.15(syst.) kton−1day−1) [98]. Figure 3.10 shows the energy spectrum of electrons
from 9Li decays modeled by the BESTIOLE code [99].

O

µ

π

n

O

O

e

nRI

Figure 3.9: Schematic view of a spallation event. RI stands for radioactive isotope.7.3. Overview of Background Events 111
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Figure 7.3: True and reconstructed electron kinetic energy for the
�-decay of 9Li.

provides a visual representation of this electron decay background. The decay-e
event might also arise from the decay of pions into muons when both the muon
and pion remain invisible. Since the decay-e event exhibits the familiar Michel
spectrum, one can estimate the occurrence of such events by examining the
side-band region data.

��

n or p

16O
decay-e

� (invisible)

De-excitation �

Figure 7.4: Illustration of decay electron background. In the figure,
the decay electron from an invisible muon produced via CCQE inter-

action of atmospheric neutrino is displayed.

• Visible pions and muons:
For pions and muons with energy surpassing their Cherenkov threshold, their
light pattern observed by SK aids in their identification. If these particles decay
within the ID, the double coincidence of their signals can be harnessed. Fig-
ure 7.5 displays a graphical representation of a visible muon background followed
by a decay-e event.

• Electrons from CC ⌫e interactions:
Electrons emitted from ⌫e interaction with neutrons cannot be separated from
signals. The cross-section increases with energy, and these electrons mirror
the energy of the original neutrino. The frequency of such events is similarly

Figure 3.10: Energy spectrum of electrons from 9Li decays modeled by the BESTIOLE code [36, 99]. Red line shows
the reconstructed energy spectrum.
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3.3.2 Reactor neutrino events

While reactors are operating, many electron antineutrinos are generated via beta decays. Reactor neutrino
events are also the IBD events by electron antineutrinos from reactors. The reactor neutrino flux is calculated
using SKReact3, which is a tool for calculating the electron antineutrino flux from reactors, considering the
activity of each reactor near the SK. Figure 3.11 shows the activities of Japanese reactors from April 2018.
The number of events is normalized by using the reactor neutrino flux (shown in Figure 3.12) and the IBD
cross section of Strumia-Vissani model [100] (shown in Figure 3.13).

7.3. Overview of Background Events 113

�

De-excitation �

16O
n or p

Figure 7.7: Illustration of the NCQE background event.

where X(X 0) represents a specific nuclei. The neutrino flux from reactors fluctuates
based on the reactor operations near the SK location. To determine the reactor
neutrino flux at the SK, data on the activity of each reactor and neutrino emissions
information is essential. The anticipated flux is calculated using SKReact [148], which
is a tool for calculating the ⌫̄e flux from reactors. The situation for each reactor in
Japan is referenced for the input reactor activity. The activities of the Japanese
reactor are presented in Figure 7.8. Considering the neutrino oscillation, the neutrino
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Figure 7.8: Activities of Japanese reactor from Apr. 2018 to Sep.
2022; dashed line indicates 100% operation time.

flux at the SK site per year is computed as depicted in Figure 7.9.

1

1. Ohi, Takahama
2. Mihama
3. Ikata
4. Genkai
5. Sendai

2

34

5

Figure 3.11: Activities of Japanese reactors from April 2018 [36,56]. Dashed line shows the 100% operation. Locations
of nuclear power plants, Tokyo, and the SK are also shown in right side.
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Figure 7.9: Expected neutrino energy flux from Japanese reactors
at the SK site, considering the neutrino oscillation effect.

7.3.4 Accidental Coincidence background

In this analysis, ‘accidental coincidence background’ refers to events accidentally
formed by pairing electron-like events with true or fake neutrons. If the pairing in-
volves a true neutron, primarily a byproduct of muon spallation, differentiating these
backgrounds from true signals becomes challenging.

Fake neutron signals can arise from low-energy radioactive backgrounds, clustered
PMT dark noise, and other low-energy signals. The noise cluster of PMT hits can
be substantially reduced by leveraging Gd-capture as an indicator for neutron signals
since a typical Gd-capture signal results in a considerably higher count of PMT hits
than one from the noise clusters. Other sources of fake neutron signals are meticulously
investigated using neutron tagging, as detailed in Chapter 6.

7.4 MC Creation

To evaluate reduction efficiency and determine the final samples for both background
and signal, Signal and Background MC are employed. The foundational principles of
atmospheric neutrino MC production, covering aspects like flux and interactions in
the tank, are outlined in Section 3.1. In this study, atmospheric neutrino MC events
are simulated equivalent to the 497 years using the SKG4.

As explained in Section 3.2, the signal MC is designed with a uniform positron
spectrum. This is used to estimate not only the various SRN spectra but also the
backgrounds from 9Li and the reactor. Appropriate flux weights are applied to the
signal MC, and the methodology for this application is elucidated in Section 9. Signal
MC events are created on the assumption of one event taking place every minute
during the whole live time, amounting to ⇠ 800, 000 events in total. The event vertex
is uniformly distributed throughout the ID with an isotropic direction. Additionally,
energies are presumed to be consistently distributed between 1–90 MeV.

To emulate a realistic noise environment for the neutron tagging, genuine noise
hits are injected into the MC 1.7 µs post the initial generated time. The procedure
for this data integration mirrors the one detailed in Section 6.1.3.

Figure 3.12: Expected reactor neutrino flux at the SK [36]. In this flux, neutrino oscillation effect is considered.

3If you would like to know how to use SKReact, please check the url (https://github.com/Goldie643/SKReact).

https://github.com/Goldie643/SKReact
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A. Strumia, F. Vissani / Physics Letters B 564 (2003) 42–54 45

A simple approximation which is accurate enough to describe the detection of supernova neutrinos events via
IBD is obtained using the expression ofM2 accurate up to NLO in ε, given by

A ! M2(f 21 − g21
)(

t − m2
e

)

− M2∆2(f 21 + g21
)

− 2m2
eM∆g1(f1 + f2),

B ! tg1(f1 + f2),

(10)C ! (f 21 + g21)

4
.

The t-dependence of the form factors contributes at next order (NNLO): at NLO the form factors are approximated
with constants.

2.1. Total cross-section, dσ/dEe and event numbers

The cross-section expressed in terms of the neutrino and electron energy in the rest frame of the proton, Eν and
Ee, is particularly useful. Inserting

s − m2
p = 2mpEν, s − u = 2mp(Eν + Ee) − m2

e, t = m2
n − m2

p − 2mp(Eν − Ee),

it is given by

(11)
dσ

dEe
(Eν,Ee) = 2mp

dσ

dt
if Eν ! Ethr ≡

(mn + me)
2 − m2

p

2mp
.

The allowed values of Ee, E1 " Ee " E2, correspond to the possible scattering angles θCM in the center of mass
(CM) frame:

(12)E1,2 = Eν − δ − 1
mp

ECM
ν

(

ECM
e ± pCMe

)

, with δ ≡
m2

n − m2
p − m2

e

2mp
,

where the energy and momenta in the CM have the standard expressions:

(13)ECM
ν =

s − m2
p

2
√

s
, ECM

e = s − m2
n + m2

e

2
√

s
, pCMe =

√

[s − (mn − me)2][s − (mn + me)2]
2
√

s
.

For the neutrino reaction, one has just to replacemn ↔ mp in all formulae above except in |M2|, where∆ remains
positive, with the proviso to set Ethr = 0 for νe (it would come negative). The total cross-section is plotted in
Fig. 1(a) and tabulated in Table 1. We have included also two corrections:

Fig. 1. (a) Total cross-sections of quasielastic scatterings at supernova energies. (b) Average cosine of the charged lepton scattering angle
〈cos θ〉.Figure 3.13: IBD cross section of Strumia-Vissani model [100].

3.3.3 DSNB events

As described in Section 1.4, DSNB events are the IBD events by electron antineutrinos. The number of
events is normalized by using the DSNB electron antineutrino flux (shown in Figure 1.2) and the IBD cross
section of Strumia-Vissani model [100] (shown in Figure 3.13).

3.4 Detector simulation

In the past, a GEANT3-based [101] SK detector simulation (SKDETSIM, SK Detector Simulation)
where only the Bertini Cascade Model (BERT) was implemented for neutron tracking in water was used.
However, a Geant4-based [102] (version 10.05.p01) SK detector simulation (SKG4, Super-Kamiokande
Geant4 based Simulation) has been newly developed for the SK-Gd experiment. In this simulation, BERT
(FTFP_BERT_HP physics list), the Binary Cascade Model (BIC) (QGSP_BIC_HP physics list), and the
Liège Intranuclear Cascade model (INCL++) (QGSP_INCLXX_HP physics list) can be used as the secondary
interaction model. Here, BERT is a traditional cascade model used in GEANT. BIC uses a large set of hadron
data to choose interaction processes to improve the accuracy. INCL++ is an advanced binary cascade model
including phase space and quantum mechanical processes. The features of each secondary interaction model
are described in Section 7.1. In this NCQE cross section measurement, BERT is used as the baseline model.

Figure 3.14, Figure 3.15, and Figure 3.16 show the final state models of inelastic scattering for neutron,
proton, and charged pion, respectively. As described in Section 1.5, knocked-out neutrons of NCQE events
may have hundreds of MeV, and neutrons with hundreds of MeV follow BERT, BIC, or INCL++ model as
shown in Figure 3.14. Therefore, it is important to understand the difference among these models and select
an appropriate model.

As shown in Figure 3.16, when the kinetic energy (momentum) of incoming charged pion is below
379.544 (500) MeV, NEUT model is used. At the energy range, cross sections of charged pion inelastic
scattering are also replaced to those of NEUT. Figure 3.17 shows the cross sections of charged pion inelastic
scattering.

Gamma-rays emitted from thermal neutron capture on Gd are based on ANNRI-Gd model [103]. Here,
ANNRI stands for the Accurate Neutron-Nucleus Reaction Measurement Instrument. Figure 3.18 shows
the ratio of data from the ANNRI experiment to MC with the ANNRI-Gd model for the single gamma-ray
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events [103]. As shown in this figure, the ANNRI-Gd model shows good agreement with the data.

Physics List Final state model (n inelastic scattering)

FTFP_BERT_HP

QGSP_BIC_HP

INCL++_HP

!!0 MeV
19.9 MeV

3 GeV
9.5 GeV

9.9 GeV

12 GeV

15 GeV

20 GeV

25 GeV

20 MeV

FTFP (Fritiof model + Precompound model)

QGSP (Quark-Gluon String model + Precompound model)

BERT (Bertini cascade model)

BIC (Binary cascade model)

INCL++ (Liège intranuclear cascade model)

HP (High precision neutron model)

Figure 3.14: Final state models of neutron inelastic scattering. Horisontal axis represents the kinetic energy of incoming
neutron.
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FTFP (Fritiof model + Precompound model)

QGSP (Quark-Gluon String model + Precompound model)

BERT (Bertini cascade model)

BIC (Binary cascade model)

INCL++ (Liège intranuclear cascade model)

PRECO (Precompound model)

Figure 3.15: Final state models of proton inelastic scattering. Horisontal axis represents the kinetic energy of incoming
proton.
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Physics List Final state model ("$/"% inelastic scattering)
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FTFP (Fritiof model + Precompound model)

QGSP (Quark-Gluon String model + Precompound model)

BERT (Bertini cascade model)

NEUT

INCL++ (Liège intranuclear cascade model)

Figure 3.16: Final state models of charged pion inelastic scattering. Horisontal axis represents the kinetic energy of
incoming charged pion.
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Figure 3.17: Cross sections of charged pion inelastic scattering. Horisontal axis shows the kinetic energy of incoming
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Fig. 10. Ratio of data by MC for the single γ events (M1H1 + M1H2) obtained for the 157Gd(n, γ ), 155Gd(n, γ ),
and natGd(n, γ ) cases.

The MC-generated spectrum for natGd(n, γ ) should naturally comprise the spectra for 155Gd(n, γ )
and 157Gd(n, γ ), as is obvious with the data spectra in Fig. 4. So, the spectrum for natGd(n, γ ) is
obtained by adding the MC spectra generated for 155Gd(n, γ ) and 157Gd(n, γ ) in the required ratio
of their relative cross sections and abundances, as is shown in Fig. 9 (right).

The spectra shown above are single energy spectra (M1H1), which constitute the most dominant
(∼70%) fraction of the data. In fact, good agreement is found between all the MC-generated spectra
and the subsamples of data for different observed multiplicities M . As examples, the M2H2 and
M3H3 spectra are shown in Appendix A.

5. Conclusion

The γ -ray spectra generated by our ANNRI-Gd model agree not only with the individual 155Gd
and 157Gd data set, but also with the natGd data set, which are entirely independent4. We show the
ratio of data/MC in bins of 200 keV for 155Gd, 157Gd, and natGd in Fig. 10, for the single γ -ray
M = 1 events as an approximate representation of the goodness of our model. For the presented
single γ -ray spectrum with the 200 keV binning, the mean deviation of the single ratios from the
mean ratio is about 17% for each of 157Gd, 155Gd, and natGd spectra. The same ratios for the M = 2
and M = 3 samples are shown in Fig. A.4. They are all in good agreement at a similar level to those
published for the 157Gd(n, γ ) reaction [21]. With this article, we have completed a consistent model
(the ANNRI-Gd model) to generate the gross spectrum for the thermal 155Gd, 157Gd, and natGd(n, γ )
reaction.

In comparison, the more sophisticated model [35] tries to include a small contribution of the M1
(scissors mode) or E2 resonance around 3 MeV in the PSF in order to explain the energy spectra
in the sample of two-step cascade γ rays from the thermal neutron capture reactions. The DANCE
experiment [28,29] also suggested a need for small resonances (M1 or E2) around 3 MeV in addition

4 The data of 155Gd and 157Gd were used to tune the discrete part of our MC model, while the natGd data was
untouched during the building of our MC.
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Figure 3.18: Ratio of data from the ANNRI experiment to MC with the ANNRI-Gd model for the single gamma-ray
events [103].



41

4 Event reconstruction

4.1 Vertex reconstruction

A charged particle with the energy of O(10) MeV travel a few centimeters in water. Since vertex res-
olution is worse than track length of the charged particle due to the detector size and time resolution of
PMTs, track length of the charged particle can be treated as a point. Vertex is reconstructed by using a
maximum-likelihood method. The likelihood function is defined as

L(x, t0) =

Nhit∑
i=1

logP (tres,i), (4.1)

tres,i = ti − t0 −
|x− hi|

c
, (4.2)

where x = (x, y, z) is the candidate vertex, t0 is the time when a charged particle was generated, Nhit is the
number of hit PMTs, tres,i is the timing residual, P (tres,i) is the probability density function for tres,i, ti is
the PMT’s hit time, hi is the position of hit PMT, and c is the group velocity of light in water. t0 is fitted to
minimize all tres,i. Figure 4.1 and Figure 4.2 shows the definition of the SK detector coordinate system [104]
and the probability density function for tres,i [36], respectively. Moreover, vertex resolution for SK-I, II, III,
and IV is shown in Figure 4.3 [104].

results in convection throughout the detector volume. This
convection transports radioactive radon gas, which is pro-
duced by radioactive decays from the U/Th chain near the
edge of the detector into the central region of the detector.
Radioactivity coming from the decay products of radon gas
(most commonly 214Bi beta decays)mimics the lowest energy
solar neutrino events. In January of 2010, a new automated
temperature control systemwas installed, allowing for control
of the supply water temperature at the!0.01 degree level. By
controlling the water flow rate and the supply water temper-
ature with such high precision, convection within the tank is
kept to a minimum and the background level in the central
region has since become significantly lower.

C. Event reconstruction

The methods used for the vertex, direction, and energy
reconstructions are the same as those used for SK-III [9].
The Cartesian coordinate system for the SK detector is
shown in Fig. 1.

1. Vertex

The vertex reconstruction is a maximum likelihood fit to
the arrival times of the Cherenkov light at the PMTs [8].
Figure 2 shows the vertex resolution for each SK phase. The
large improvement in SK-III compared to SK-I is the result of
using an advanced vertex reconstruction program, while the
improved timing resolution and slightly better agreement of
the timing residuals between data and Monte Carlo (MC)
simulated events are responsible for the additional improve-
ment of SK-IV.Weobserved a bias in the reconstructed vertex
called the vertex shift. This vertex shift is measured with a
gamma-ray source at several positionswithin the SKdetector:
neutrons from spontaneous fission of 252Cf are thermalized in
water and then captured on nickel in a spherical vessel [7,11].
The nickel then emits 9MeVgammas (Ni calibration source).
Figure 3 shows the shift of the reconstructed vertex of theseNi
gammas in SK-IV from their true position (assumed to be the
source position). The SK-IV vertex shift is improved com-
pared with SK-I, II, and III [7–9].

2. Direction

A maximum likelihood fit comparing the Cherenkov
ring pattern of data to MC simulations is used to reconstruct

event directions. During the SK-III phase an energy
dependence was included in the likelihood and the angular
resolution was improved by about 10% (10 MeVelectrons)
compared to SK-I. The angular resolution in SK-IV is
similar to that in SK-III.

3. Energy

The energy reconstruction is based on the number of PMT
hits within a 50 ns time window, after the photon travel time
from the vertex is subtracted. This number is then corrected
for water transparency, dark noise, late arrival light (due to
scattering and reflection),multiphoton hits, etc., producing an
effective number of hits Neff (see [9]). Simulations of
monoenergetic electrons are used to produce a function
relating Neff to the recoil electron energy (MeV).

FIG. 1. Definition of the SK detector coordinate system.
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Figure 4.1: Definition of the SK detector coordinate system [104].

The vertex reconstruction goodness, which is a parameter that indicates whether the vertex reconstruction
is done well or not, is defined as

gvtx =

Nhit∑
i=1

[
exp

{
−
(
tres,i√
2ω

)2}
exp

{
−
(
tres,i√
2σ

)2}]
Nhit∑
i=1

exp

{
−
(
tres,i√
2ω

)2} , (4.3)

where ω is the resolution of the tres,i distribution and σ is the timing resolution of PMTs. The range of gvtx
is from 0 to 1, and the value is close to 1 when the vertex reconstruction is done well.
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Figure 4.1: PDF distribution for the PMT hit timing residuals. Ad-
ditional peaks surrounding 30 and 100 ns are caused by late pulse,
which is caused by the photoelectrons reflected at the dynode and fur-

ther incidence.

Figure 4.2: Vertex resolution as a function of true electron energy
for SK-I, II, III, IV by dotted, dot-dashed, dashed, and solid lines,

respectively. This figure is taken from [38].

Here, the w(tres,i) = exp
⇥
�tres,i/

p
2!

⇤
denotes the resolution function of the tres,i

distribution with ! set of 60 s, and �(tres,i) denotes the same form with the w with
replacing ! to the PMT timing resolution of 5 ns.

𝑡!"#,% [ns]

Figure 4.2: Probability density function for tres,i [36]. Peaks around 40 ns and 110 ns come from after pulses of PMTs.

results in convection throughout the detector volume. This
convection transports radioactive radon gas, which is pro-
duced by radioactive decays from the U/Th chain near the
edge of the detector into the central region of the detector.
Radioactivity coming from the decay products of radon gas
(most commonly 214Bi beta decays)mimics the lowest energy
solar neutrino events. In January of 2010, a new automated
temperature control systemwas installed, allowing for control
of the supply water temperature at the!0.01 degree level. By
controlling the water flow rate and the supply water temper-
ature with such high precision, convection within the tank is
kept to a minimum and the background level in the central
region has since become significantly lower.

C. Event reconstruction

The methods used for the vertex, direction, and energy
reconstructions are the same as those used for SK-III [9].
The Cartesian coordinate system for the SK detector is
shown in Fig. 1.

1. Vertex

The vertex reconstruction is a maximum likelihood fit to
the arrival times of the Cherenkov light at the PMTs [8].
Figure 2 shows the vertex resolution for each SK phase. The
large improvement in SK-III compared to SK-I is the result of
using an advanced vertex reconstruction program, while the
improved timing resolution and slightly better agreement of
the timing residuals between data and Monte Carlo (MC)
simulated events are responsible for the additional improve-
ment of SK-IV.Weobserved a bias in the reconstructed vertex
called the vertex shift. This vertex shift is measured with a
gamma-ray source at several positionswithin the SKdetector:
neutrons from spontaneous fission of 252Cf are thermalized in
water and then captured on nickel in a spherical vessel [7,11].
The nickel then emits 9MeVgammas (Ni calibration source).
Figure 3 shows the shift of the reconstructed vertex of theseNi
gammas in SK-IV from their true position (assumed to be the
source position). The SK-IV vertex shift is improved com-
pared with SK-I, II, and III [7–9].

2. Direction

A maximum likelihood fit comparing the Cherenkov
ring pattern of data to MC simulations is used to reconstruct

event directions. During the SK-III phase an energy
dependence was included in the likelihood and the angular
resolution was improved by about 10% (10 MeVelectrons)
compared to SK-I. The angular resolution in SK-IV is
similar to that in SK-III.

3. Energy

The energy reconstruction is based on the number of PMT
hits within a 50 ns time window, after the photon travel time
from the vertex is subtracted. This number is then corrected
for water transparency, dark noise, late arrival light (due to
scattering and reflection),multiphoton hits, etc., producing an
effective number of hits Neff (see [9]). Simulations of
monoenergetic electrons are used to produce a function
relating Neff to the recoil electron energy (MeV).

FIG. 1. Definition of the SK detector coordinate system.
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Figure 4.3: Vertex resolution for SK-I, II, III, and IV [104]. Dotted, dashed-dotted, dashed, and solid line shows that
for SK-I, II, III, and IV, respectively.

4.2 Direction reconstruction

After determining the vertex, direction is reconstructed. Direction is reconstructed by using a maximum-
likelihood method with hit PMTs within 20 ns. The likelihood function is defined as

L(d) =
N20∑
i=1

[
log f(cosΘi, E)× cos θi

a(θi)

]
, (4.4)

where d is the candidate direction, N20 is the number of hit PMTs within 20 ns, Θi is the angle between the
candidate direction and the direction from the reconstructed vertex to the position of hit PMT, f(cosΘi, E)

is the probability density function for cosΘi depending on the energyE, θi is the angle between the direction
from the reconstructed vertex to the position of hit PMT and the direction in which the hit PMT is oriented,
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the reconstructed direction and the direction from the
vertex to each hit PMT. Figure 5 shows the absolute
angular resolution, which is defined as the angle of the
cone around the true direction containing 68.3% of the
reconstructed directions. For SK-III, the angular resolution
is improved compared to SK-I by about 10% at 10 MeV
and is close to the limit due to multiple Coulomb scattering
of electrons. Note that the improvement of vertex recon-
struction also contributes to the improvement of angular
resolution, especially in the low energy region below
6.5 MeV.

3. Energy

The reconstruction of event energy is similar to that for
SK-I [1]. The most important modifications with respect to
SK-I are due to photocathode coverage and blast shields.
Starting with the number of in-time hit PMTs (N50 coinci-
dent within 50 ns after the subtraction of time-of-flight
(TOF) of Cherenkov photon from the reconstructed vertex
to the hit PMT position), several corrections, described

below, are made. The resulting effective hit sum Neff has
less position dependence than N50. From Neff , we deter-
mine energy. This procedure is further outlined in [1], and
is also explained in [2].
The definition of Neff is:

Neff ¼
XN50

i

!
ðXi þ !tail $ !darkÞ &

Nall

Nalive

1

Sð"i;#iÞ

& exp
"
ri
$ðtÞ

#
&GiðtÞ

$
(2.1)

where the explanations for the factors are as follows:
Xi: This factor estimates the effect of multiple photo-

electrons in the i-th hit PMT. If an event occurs close to a
detector wall and is directed towards the same wall, the
Cherenkov cone does not have much distance to expand,
and the observed number of hits is small. The correction Xi

for this effect is defined as

Xi ¼
8
<
:

log 1
1$xi

xi
; xi < 1

3:0; xi ¼ 1
(2.2)

where xi is the ratio of hit PMTs in a 3& 3 PMT region
surrounding the i-th PMT to the total number of live PMTs
in the same area. The $ logð1$ xiÞ term is the estimated
number of photons per one PMT in that area and is deter-
mined from Poisson statistics. When xi ¼ 1, 3.0 is assigned
to Xi.
!tail: Some Cherenkov photons being scattered or re-

flected arrive late at the PMT, and make late hits outside
the 50 nsec time window. To correct the effect of the late
hits, the term

!tail ¼
N100 $ N50 $ Nalive & Rdark & 50 nsec

N50
(2.3)

is added where N100 is the maximum number of hits found
by a 100 nsec sliding time window search.
!dark: This factor corrects for hits due to dark noise in the

PMTs.

!dark ¼
50 nsec& Nalive & Rdark

N50
(2.4)

where Nalive is the number of all live inner detector (ID)
PMTs and Rdark is the measured dark rate for a given
data-taking period.

Nall

Nalive
: This factor is for the time variation of the number

of dead PMTs.Nall is total number of PMTs; for SK-III it is
11 129.

1
Sð"i;#iÞ : This factor accounts for the direction-dependent

photocathode coverage. Sð"i;#iÞ is the effective photo-
cathode area of the i-th hit PMT as viewed from the angles
ð"i;#iÞ to take into account the shadowing of PMTs for
glancing angles "i. S is determined by MC simulation with
the FRP PMT covers; the resulting Neff is checked by an
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FIG. 4 (color online). Likelihood value for reconstruction of
event direction as a function of the reconstructed total electron
energy and opening angle between the reconstructed direction
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FIG. 5. The solid line shows the angular resolution of SK-III as
a function of the true total electron energy, while the dashed line
shows that of SK-I.
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Figure 4.4: Probability density function for cosΘi depending on the energy E [105].

the reconstructed direction and the direction from the
vertex to each hit PMT. Figure 5 shows the absolute
angular resolution, which is defined as the angle of the
cone around the true direction containing 68.3% of the
reconstructed directions. For SK-III, the angular resolution
is improved compared to SK-I by about 10% at 10 MeV
and is close to the limit due to multiple Coulomb scattering
of electrons. Note that the improvement of vertex recon-
struction also contributes to the improvement of angular
resolution, especially in the low energy region below
6.5 MeV.

3. Energy

The reconstruction of event energy is similar to that for
SK-I [1]. The most important modifications with respect to
SK-I are due to photocathode coverage and blast shields.
Starting with the number of in-time hit PMTs (N50 coinci-
dent within 50 ns after the subtraction of time-of-flight
(TOF) of Cherenkov photon from the reconstructed vertex
to the hit PMT position), several corrections, described

below, are made. The resulting effective hit sum Neff has
less position dependence than N50. From Neff , we deter-
mine energy. This procedure is further outlined in [1], and
is also explained in [2].
The definition of Neff is:
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where the explanations for the factors are as follows:
Xi: This factor estimates the effect of multiple photo-

electrons in the i-th hit PMT. If an event occurs close to a
detector wall and is directed towards the same wall, the
Cherenkov cone does not have much distance to expand,
and the observed number of hits is small. The correction Xi

for this effect is defined as

Xi ¼
8
<
:

log 1
1$xi

xi
; xi < 1

3:0; xi ¼ 1
(2.2)

where xi is the ratio of hit PMTs in a 3& 3 PMT region
surrounding the i-th PMT to the total number of live PMTs
in the same area. The $ logð1$ xiÞ term is the estimated
number of photons per one PMT in that area and is deter-
mined from Poisson statistics. When xi ¼ 1, 3.0 is assigned
to Xi.
!tail: Some Cherenkov photons being scattered or re-

flected arrive late at the PMT, and make late hits outside
the 50 nsec time window. To correct the effect of the late
hits, the term

!tail ¼
N100 $ N50 $ Nalive & Rdark & 50 nsec

N50
(2.3)

is added where N100 is the maximum number of hits found
by a 100 nsec sliding time window search.
!dark: This factor corrects for hits due to dark noise in the

PMTs.

!dark ¼
50 nsec& Nalive & Rdark

N50
(2.4)

where Nalive is the number of all live inner detector (ID)
PMTs and Rdark is the measured dark rate for a given
data-taking period.

Nall

Nalive
: This factor is for the time variation of the number

of dead PMTs.Nall is total number of PMTs; for SK-III it is
11 129.

1
Sð"i;#iÞ : This factor accounts for the direction-dependent

photocathode coverage. Sð"i;#iÞ is the effective photo-
cathode area of the i-th hit PMT as viewed from the angles
ð"i;#iÞ to take into account the shadowing of PMTs for
glancing angles "i. S is determined by MC simulation with
the FRP PMT covers; the resulting Neff is checked by an
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FIG. 4 (color online). Likelihood value for reconstruction of
event direction as a function of the reconstructed total electron
energy and opening angle between the reconstructed direction
and the direction from vertex to each hit PMT.

10

20

30

40

5 10 15
True total electron energy (MeV)

A
ng

ul
ar

 r
es

ol
ut

io
n 

(d
eg

re
e)

FIG. 5. The solid line shows the angular resolution of SK-III as
a function of the true total electron energy, while the dashed line
shows that of SK-I.
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Figure 4.5: Angular resolution for SK-I and SK-III [105]. Dashed and solid line shows that for SK-I and SK-III,
respectively.

and a(θi) is the correction function of PMT acceptance. a(θi) is defined as

a(θi) = 0.205 + 0.524 cos θi + 0.390 cos2 θi − 0.132 cos3 θi. (4.5)

Figure 4.4 shows the probability density function for cosΘi depending on the energy E [105]. Moreover,
Figure 4.5 shows the angular resolution for SK-I and SK-III [105].

The direction reconstruction goodness, which is a parameter that indicates whether the direction recon-
struction is done well or not, is defined as

gdir =
1

2π

{
max

(
ϕi −

2π × i

Nhit

)
−min

(
ϕi −

2π × i

Nhit

)}
, (4.6)

where ϕi is the azimuthal angle of the i-th hit PMT. The range of gdir is from 0 to 1, and the value is close to
0 when the direction reconstruction is done well.
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4.3 Energy reconstruction

Energy is reconstructed by using Neff , which does not depend on vertex, direction, the number of bad-
channel PMTs, water transparency, and relative quantum efficiency (QE) of each PMT. Neff is defined as

Neff =

N50∑
i=1

[
(Xi + ϵtail − ϵdark)×

Nall

Nalive
× S(0, 0)

S(θi, ϕi)
× exp

(
ri
Li
eff

)
× 1

QEi

]
, (4.7)

where N50 is the number of hit PMTs within 50 ns. Parameters shown in Equation (4.7) is described below.

Xi : Correction for multiple hits
When an event occur at the edge of fiducial volume or an event is caused by a charged particle with

high energy, multiple photons may hit a PMT nearby the vertex. The multiple hits are corrected by using Xi

defined as

Xi =


log{1/(1− ni/Ni)}

ni/Ni
(ni/Ni < 1)

3.0 (ni/Ni = 1)
, (4.8)

where Ni is the number of PMTs adjacent to the hit PMT and ni is the number of hits in the adjacent PMTs.

ϵtail : Correction for scattering and reflection
Cherenkov photons scattering in water or reflecting at the surface of PMT or black sheet may hit a PMT

at time out of a time width of 50 ns. The effects of scattering and reflection are corrected by using ϵtail
defined as

ϵtail =
N100 −N50 −Nalive ×Rdark × 50 ns

N50
, (4.9)

whereN100 is the number of hit PMTs within 100 ns,Nalive is the number of alive PMTs andRdark (hits/ns)

is the dark-noise rate at a period.

ϵdark : Correction for dark-noise hits
Hits caused by PMT dark noise may enter the time width of 50 ns. The dark-noise hits, which are not

originated from Cherenkov photons, are corrected by using ϵdark defined as

ϵdark =
Nalive ×Rdark × 50 ns

N50
×

Ri
dark

N50∑
i=1

Ri
dark

N50

, (4.10)

where Ri
dark (hits/ns) is the dark-noise rate of the i-th hit PMT at a period.

Nall/Nalive : Correction for bad-channel PMTs
If there is a PMT that does not work properly, the number of hits would be underestimated and en-

ergy would not be reconstructed correctly. The effects of bad-channel PMTs are corrected by multiplying
Nall/Nalive, where Nall (= 11,129) is the number of all PMTs.
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S(0, 0)/S(θi, ϕi) : Correction for change of photo coverage by the incident angle of photon
Photo coverage changes depending on the incident angle of a Cherenkov photon. This effect is corrected

by using the correction function S(θi, ϕi). Figure 4.6 and Figure 4.7 show the definition of the incident angle
and distributions of correction function S(θi, ϕi) for barrel PMTs and top and bottom PMTs, respectively.
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• ਖ਼ৗʹಈ͍ͯ͠࡞Δ PMTͷׂ߹ʹର͢Δิਖ਼ Nall/Nalive

Nall ͸಺ਫ૧ʹऔΓ෇͚ΒΕͨ PMTͷ૯਺Ͱ͋ΓɺSK-IVͷ؍ଌؒظͰ͸ 11,129ຊͰ͋ΔɻऔΓ෇͚
ΒΕͨ PMT ͷ͏ͪ໿ 1 % ͸ނো΍ PMT ͷൃޫͳͲͷཧ༝ʹΑΓՔಇ͍ͯ͠ͳ͍ɻਖ਼ৗʹಈ͍ͯ͠࡞Δ
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L(λ, z) =
1

αabs(λ)× (1 + βz) + αsca,sym(λ) + αsca,asy(λ)
(5.12)
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σi(λ) = αabs(λ)

[
1 + β

(
z +

1

2
ri · dzi

)]
+ Csca · (αsca,sym(λ) + αsca,asy(λ)) (5.13)
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pi =

∫ λmax

λmin

w0(λ) exp(−σi(λ) · ri) dλ (5.14)

͜͜Ͱɺw0(λ) ͸ Cherenkovޫࢠͷ೾௕ͷ֬཰ີ౓෼෍Ͱ͋Γɺਤ 5.11ͷΑ͏ʹࣔ͞ΕΔɻͳ͓ɺλmin =

300 nm, λmax = 650 nm Ͱ͋Δɻ·ͨɺ֬཰ pi ͸࣮ޮతͳਫͷಁա௕ Li
eff Λ༻͍ͯɺ࣍ͷΑ͏ʹ΋ද͢͜

ͱ͕Ͱ͖Δɻ

pi = exp

(
− ri
Li
eff

)
(5.15)
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Li
eff = − ri

ln

(∫ λmax

λmin

w0(λ) exp(−σi(λ) · ri) dλ
) (5.16)

Figure 4.7: Distributions of correction function S(θi, ϕi) for barrel PMTs (left) and top and bottom PMTs (right) [106].

exp(ri/L
i
eff) : Correction for water transparency

Cherenkov photons may be scattered or absorbed in water before arriving at a PMT. The probability that
a Cherenkov photon arrives at a PMT can be written as exp(−ri/Li

eff), where ri is the distance from the
vertex to a hit PMT and Li

eff is the effective attenuation length, which is described below. Therefore, the
effect of water transparency is corrected by multiplying exp(ri/L

i
eff).

Li
eff is expressed as

Li
eff = − ri

ln

[∫ λmax

λmin

w0(λ) exp{−σi(λ)× ri}dλ

] , (4.11)

where λmin = 300 nm, λmax = 650 nm, w0(λ) is the probability density function for wavelength λ of
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Cherenkov photons (shown in Figure 4.8), and σi(λ) is the cross section with water when a Cherenkov
photon travels a distance ri. σi(λ) is expressed as

σi(λ) = αabs(λ)

{
1 + β

(
z +

1

2
ri × dzi

)}
+ Csca{αsym(λ) + αasy(λ)}, (4.12)

where z is the z position of the vertex, dzi is the z component of direction to the hit PMT, and Csca(∼ 0.44)

is the correction factor of the scattering effect. Csca was estimated to minimize the position dependence
of Neff using the SK detector simulation. αabs(λ), αsym(λ), and αasy(λ) are the attenuation coefficients
of absorption, symmetric scattering, and asymmetric scattering at wavelength λ, respectively, and β is the
parameter indicating the degree of z dependence in water quality. Details about αabs(λ), αsym(λ), αasy(λ),
and β are described in Section 5.2.1.
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Figure 4.8: Probability density function for wavelength λ of Cherenkov photons [106].

1/QEi : Correction for relative QE of each PMT
QE differs for each PMT. The effect of QE is corrected by multiplying 1/QEi, where QEi is the relative

QE of the hit PMT. Details about QEi are described in Section 5.1.4.

Visible energy of the prompt signal (Evis) is determined by using Neff . Relation between Evis and Neff

is expressed as

Evis =


5∑

i=0

pi(Neff)
i (Neff ≤ Nthr)

5∑
i=0

pi(Nthr)
i + (Neff −Nthr)×

5∑
i=1

ipi(Nthr)
i−1 (Neff > Nthr)

. (4.13)

The values of pi and Nthr are summarized in Table 4.1.
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Table 4.1: Values of pi and Nthr [36].

p0 0.702

p1 0.131

p2 −2.35× 10−4

p3 2.640× 10−6

p4 −1.188× 10−8

p5 1.930× 10−11

Nthr 2.202× 102



48 5. Detector calibration

5 Detector calibration

In physics experiments, the data reliability can be obtained by performing the detector calibration pre-
cisely. The detector calibration indicates comfirming if the detector is working properly and the measurement
accuracy is sufficient. If needed, it is also important to determine the parameters in MC to reproduce the ex-
perimental results. The detector calibration in SK can be largely classified as follows.

• ID detector calibration

• Photon tracking

• OD detector calibration

• Energy scale calibration

In this section, ID detector calibration, photon tracking, and energy scale calibration using the linear accere-
lator (LINAC) are described. The OD detector calibration is described in Ref. [58].

5.1 ID detector calibration

Before describing about each calibration, the procedure of ID detector calibration is described. First,
applied voltage of each ID PMT is determined to output the similar degree of charge in all ID PMTs. This
eliminates the asymmetry in the detector response and improves energy resolution. Second, we understand
the individual difference of gain and quantum efficiency (QE) of ID PMTs. Here, gain is defined as the
amplification factor of a photoelectron arrived to the PMT dinode. Also, QE is generally defined as the
probability that a photon hitting the photocathode of a PMT is converted into a photoelectron. In SK, QE
is defined also including the probability that a photoelectron arrives to the first dinode of a PMT. Signals by
high energy events like cosmic ray muons largely depends on gain. While signals by low energy (DSNB and
NCQE) events, which are mostly one photoelectron level, largely depends on QE. Therefore, it is crucial to
understand the gain and QE of each ID PMT since the reconstructed energy depends on the gain and QE.
Furthermore, the timing response of each ID PMT is calibrated to correct the deviation caused by the length
of cables sending signals, the process time in electrical circuits, and the height of PMT signal waveforms.

5.1.1 High-Voltage determiation

Applied voltage of each PMT (High-Voltage, HV) is determined to output the similar degree of charge
in all PMTs4. The HV determination is conducted by setting an isotropic light source (Xe light source) at
the center of the SK tank. The Xe light source consists of a Xe lamp, a UV filter, and a scintillation ball with
a diameter of 5 cm. Xe lamp emits light by applying voltage inside a glass tube filled with Xe gas. Also,
the scintillation ball includes 15 ppm5 POPOP and 2,000 ppm magnesium oxide (MgO). POPOP plays a
role of converting the light wavelength, and MgO plays a role of emitting light from the scintillation ball as
isotropically as posiible.

4In SK-V, HV was retuned so that the peak of charge distribution (see Figure 5.3) obtained by using Ni-Cf source (see Figure 5.2)
match in all PMTs.

5ppm stands for “parts per million”, and 1 ppm is equal to 0.0001%.



49

This measurement depends on not only the distance from the light source to a PMT, but also water
transparency and photon reflectivity on the surface of PMTs. To ensure accuracy, before this measurement,
420 pre-calibrated PMTs, termed standard PMTs, with individually determined HV were installed into the
SK tank. Figure 5.1 shows the location of standard PMTs in ID and schematic view of the grouping of nearby
PMTs. HV of a PMT other than standard PMTs is set so that the amount of charge obtained by the PMT
matches the average amount of charge obtained by standard PMTs belonging to the PMT’s group. After
determining the HV, the amount of charge was measured again by applying the determined HV to each PMT.
As a result, the difference between the amount of charge obtained by each PMT and the average value was
within 1.3% in RMS, which is consistent with the result of preliminary measurement for the standard PMTs.
Note that the Xe light source is installed to monitor the long-term gain fluctuations of PMTs even after the
HV is determined.

The second measurement uses low-intensity flashes in which only
a few PMTs are hit in each event, therefore, we can be reasonably
sure that each of these is a single-pe hit. We count the number of
times Nobs(i) that PMT i records a charge that is greater than
the threshold value. Since the location of the light source is not
changed between the two measurements, the complicating factors
in estimating those two intensities Qobs(i) and Nobs(i) are almost
identical:

QobsðiÞp Is # aðiÞ # ɛqeðiÞ # GðiÞ ð1Þ

NobsðiÞp Iw # aðiÞ # ɛqeðiÞ ð2Þ

where Is and Iw are the average intensities of high and low
intensity flashes, respectively, a(i) is the acceptance of ID-PMT i,
ɛqe denotes its QE, and G(i) its gain. The threshold is sufficiently
low that the relative changes in gain, which we want to track, have
little effect on Nobs(i), for example, 10% gain change makes
the Nobs(i) just 1.5% change. The low threshold enables us to
ignore, in the above calculations, differences in probability for
having a charge below the discriminator threshold among PMTs.
The gain of each PMT can then be derived by taking the ratio of

Eqs. (1) and (2), except for a factor common to all PMTs:

GðiÞp
QobsðiÞ
NobsðiÞ

: ð3Þ

Then the relative gain of each ID-PMT can be obtained by normal-
ization with the average gain over all PMTs.18

To perform this calibration we need a means to change the
intensity of the flashes of the light source. The light source is
nitrogen-laser-driven dye laser (Section 3.1.8). To manipulate the
overall intensity of the light delivered into the ID, we used a filter
wheel with neutral density filters between the dye laser, and the
optical fiber that feeds light into the diffuser ball.

Fig. 10 shows the ratio (3) for each PMT, the RMS of the
distribution was found to be 5.9%. Since the HV value for each
PMT was determined to make Qobs be the same, we infer that this
deviation is due to differences in QE among PMTs. The observed
ratio in Eq. (3) for each PMT, normalized by the average over all
PMTs, contributed to a table of relative gain differences among
PMTs. These factors for relative gain differences of each PMT are

Fig. 8. The location of “standard PMTs” inside the SK inner detector (left). The red points indicate the locations of the standard PMTs. These PMTs served as references for
other PMTs belonging to the same group with similar geometrical relationship to the light source (right). (For interpretation of the references to color in this figure caption,
the reader is referred to the web version of this paper.)
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18 The common factor Is=Iw is also eliminated by this normalization. In the
actual measurement, Nobs was corrected by occupancy.
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Figure 5.1: Location of standard PMTs in ID (left) and schematic view of the grouping of nearby PMTs (right) [58].
Red points show standard PMTs. There are 17 groups on barrel, and 8 groups on top and bottom.

5.1.2 Relative gain measurement

To determine the gain of each PMT, we must understand the average gain of all PMTs (absolute gain) and
the deviation from the average gain of all PMTs (relative gain). To calculate this relative gain, we perform
two-step measurements using an isotropic light source. First, a high intensity light is applied so that all
PMTs receive a sufficient amount of light. We define the average value of the charge at the i-th PMT in this
measurement as Qobs(i). Next, a low intensity light is applied so that PMTs receive only a small number of
photons. We define the number of hits (the number of recording the amount of charge exceeding a threshold)
at the i-th PMT in this measurement as Nobs(i). By performing these two measurements using the same
light source and at the same position, Qobs(i) and Nobs(i) can be calculated as

Qobs(i) ∝ IH × a(i)× ϵ(i)×G(i), (5.1)

Nobs(i) ∝ IL × a(i)× ϵ(i), (5.2)

where IH(IL) shows the average amount of light of high (low) intensity, a(i) shows the acceptance of the
i-th PMT, ϵ(i) shows the QE of the i-th PMT, and G(i) shows the gain of the i-th PMT. By taking the ratio
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of Equation (5.1) and Equation (5.2), G(i) can be calculated as

G(i) ∝ Qobs(i)

Nobs(i)
. (5.3)

Relative gain of each PMT can be obtained by normalizing Equation (5.3) with the average gain of all PMTs.
Note that IH/IL can also be ignored by this normalization.

As a result of this measurement, the RMS of the ralative gain distribution was found to be 5.9% [58].
Since the HV of each PMT is set so that Qobs(i) is the same among PMTs6, this difference is considered
to be caused by the difference of QE for each PMT. Relative gain of each PMT is used as the correction
coefficient when converting the output charge into the number of photoelectrons.

5.1.3 Absolute gain measurement

Absolute gain is used to convert the amount of charge recorded in pC to the number of photoelectrons
(p.e.). Absolute gain is determined from the charge distribution of 1 p.e. signals from a Ni-Cf source, which
is a gamma-ray source. Figure 5.2 shows the picture of the Ni-Cf source. The Ni-Cf source consists of a ball
made from nickel oxide (NiO) and polyethylene, a brass rod, and 252Cf source. 252Cf source emits neutrons
through spontaneous fission, and the neutrons are thermalized while repeating elastic scattering with protons.
The thermalized neutron is captured on nickel nucleus, and gamma-rays are emitted isotropically. When the
Ni-Cf source is placed in the center of the SK tank, more than 99% of signals are 1 p.e..

Figure 5.2: Picture of the Ni-Cf source.

Figure 5.3 shows the charge distribution of the Ni-Cf source data in SK-III. This distribution is obtained
by applying the relative gain correction and adding up the charge distributions of all PMTs. Also, to minimize
the influence of PMT noise hits, the charge distributions are created at the time width that does not include
signals due to the Ni-Cf source (off time) and the time width that includes signals due to the Ni-Cf source
(on time), and the off time distribution is subtracted from the on time distribution. Absolute gain is defined
as the mean value over the full range of the distribution. The values of absolute gain is 2.055, 2.297, 2.243,
2.645, 2.460 in SK-I to SK-V, respectively. Absolute gain in SK-VI is the same as that in SK-V since HV is
not changed from SK-V.

6As noted in the footnote of Section 5.1.1, in SK-V, HV was retuned so that the peak of charge distribution (see Figure 5.3)
obtained by using Ni-Cf source (see Figure 5.2) match in all PMTs.
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used as fine corrections in conversion from output charge to
number of photoelectrons observed.

3.1.4. Absolute gain conversion factor
As pointed out previously, the relative gain for a PMT is usually

obtained from the average of its single-pe distribution. Problems
with pedestal subtraction in the ATMs before SK-IV prevented us
from doing this on a PMT-by-PMT basis. Given the continuous
distribution of relative gain corrections obtained in the previous
section, we can build the cumulative single-pe distribution for all
ID-PMTs. Applying the relative gain correction aligns the single-pe
spectra of all ID-PMTs so that it makes sense to add them, it also
effectively smoothes the sampling of this distribution enough to
overcome problems encountered at the single-PMT level. While
some additional smearing is introduced by the intrinsic resolution
of the relative gain calibration, the resulting cumulative single-pe
distribution largely represents the average single-pe response of
the detector. In particular, we can extract from it the absolute gain
of all ID-PMTs, which had been normalized out when we cali-
brated the relative gains. In this section, we describe the data we
used and present the results of absolute gain calibration.

For this measurement, a uniform and stable source of single-
photoelectron level light is required. We used a “nickel source”
that isotropically emits gamma rays. The gamma rays have about
9 MeV from thermal neutron capture on nickel from the reaction
58Ni(n;γ)59Ni. A 252Cf source provides neutrons. More details can

be found in Section 8.7 of Ref. [1]. The cylindrical geometry and
inhomogeneous nickel distribution of the old nickel source led us
to build a new one with significantly improved symmetry (Fig. 11).
Deployed at the center of the ID, this source delivers 0.004 pe/
PMT/event on average, a level at which more than 99% of observed
signals are due to single-pe.

The nickel source measurement was done at the beginning of
SK-III. The resulting charge distribution is shown in the histogram
in Fig. 12 that was obtained after correcting for relative gain
differences, as described in Section 3.1.3, and accumulating data
from all ID-PMTs. To minimize the effect of dark hits, a similar
distribution was made using off-time (the timing window in
which we do not expect a signal) data and subtracting it from
on-time (timing window in which we do expect a signal) data. To
evaluate the distribution below the usual threshold of 0.25 photo-
electron, data with higher PMT gain and lower discrimination
threshold were obtained. The dashed histogram in Fig. 12 shows
the data with double the usual PMT gain and half the usual
discrimination threshold. Since it was not possible to obtain data
in the region less than 0.3 pC, we used a straight-line extrapolation
into this low-charge region. The systematic uncertainty introduced

Fig. 11. Picture of the nickel source which was manufactured by CI Kogyo. The ball
was made of 6.5 kg of NiO and 3.5 kg of polyethylene. The Cf source was inserted
into the center of the ball and held there by a brass rod.
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Fig. 12. The single-pe distributions in pC unit for nickel source data in SK-III. The right plot shows the same histogram in logarithmic scale. The solid line in the left figure
shows the data with normal PMT gain, the dashed line shows the data with double gain and half threshold, and the dotted line is linear extrapolation.
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Fig. 13. The single-pe distributions for our MC simulation (solid line). This
distribution was implemented while we were still using the ATM-based electronics.
The dashed line shows the distribution of number of photoelectrons from the
nickel data in SK-IV. The difference between them is due to the threshold function
of the QBEE, and the ratio is also put into our MC simulation.
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Figure 5.3: Charge distribution of the Ni-Cf source data in SK-III [58]. The dashed line shows the data with double
gain and half threshold. The dotted line is linear extrapolation.

5.1.4 Relative QE measurement

Relative QE is also determined using the Ni-Cf source. First, data is obtained by setting the Ni-Cf source
at the center of the SK tank. At that time, it is better to convect the ultrapure water so that the water quality
is uniform. Second, ”hit rate” of each PMT (Ri

Data) is calculated from the obtained data. Ri
Data is defined as

Ri
Data =

N i
Hit × r2i /a(θi)

NPMT∑
{N i

Hit × r2i /a(θi)}/NPMT

, (5.4)

whereN i
Hit is the number of hits of i-th PMT, ri is the distance from the Ni-Cf source position to the position

of i-th PMT, a(θi) is the correction function of PMT acceptance, which is the same as Equation (4.5), and
NPMT is the number of PMTs used in this calculation. Finally, relative QE of each PMT (QEi) is obtained
by dividing Ri

Data by Ri
MC, which is the hit rate of i-th PMT obtained from MC, to cancel the effects of

reflection and water quality,

QEi =
Ri

Data

Ri
MC

. (5.5)

Figure 5.4 shows the hit rate distribution of data and MC. In this figure, relative QE of each PMT is not
considered in MC. While, in data, the distribution is bumpy due to the effect of relative QE of each PMT.

5.1.5 Timing response calibration

The timing response of each PMT, which is important for reconstructing the trajectory and position
of charged particles, deviates depending on the length of cables sending signals and the process time in
electrical circuits. Furthermore, the timing response depends on the height of PMT signal waveforms, which
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by this assumption below 0.3 pC becomes negligible after con-
sidering the true discrimination threshold and the small amount
of charge. The value averaged over the whole pC region was
defined as the conversion factor from pC to single-pe; the value of
this conversion factor was 2.243 pC to single-pe. At the beginning
of SK-IV, we repeated this measurement and found the new
conversion factor to be 2.658 pC per photoelectron. This difference
comes from a long-term increase in the PMT gain. No clear reason
has been identified for this increase, but it is accounted for in
physics analyses.

The single-pe distribution, as constructed above, is also imple-
mented in MC simulations. The solid line in Fig. 13 is the same as
the one we pieced together in Fig. 12, with the axis converted from
pC to photoelectron. For simulations of multiple photons in ID-
PMTs, we sum values drawn from this distribution. The nickel-
source data are also used to extract the threshold behavior for MC
simulations. The dashed histogram in Fig. 13 is the experimentally
observed distribution and has the threshold folded into it. In MC
simulations, we use the ratio of the observed (dashed) and partly
observed, partly extrapolated (solid) histograms in Fig. 13 to
implement single-hit threshold behavior.

3.1.5. Relative differences in QEs
Values for QE differ from PMT to PMT. Here we describe how

we determine the relative QE for each PMT. If the intensity of a
light source is low enough, the observed hit probability should be
proportional to the value of QE for the PMT, as can be seen from
Eq. (2). While we can count the number of hits measured by each

PMT, we cannot easily determine how many photons reached it.
Therefore, we used MC simulation to predict the number of
photons arriving at each PMT, and took the ratio of the observed
number of hits to predicted number of hits.

For this measurement, we use the nickel source used in
absolute gain measurements (Section 3.1.4). In addition, the
uniformity of water quality throughout the tank is quite impor-
tant, since any non-uniformity in water properties causes the hit
probability to depend on the PMT position not just because of
relative geometry, but also because of the exact conditions along
the photon path. As discussed in Section 2.4, this condition can be
identified by measuring the temperature profile throughout the
ID. We conducted this calibration when the water convected over
the whole ID volume.19 It was also confirmed that no significant
top–bottom asymmetry of water quality existed because no
differences in the standard PMTs appeared between top and
bottom. We used nickel source data from that day for this
measurement.

Fig. 14 shows the position dependence of the hit probability
with the following corrections:

NobsðiÞ # RðiÞ2=aðθðiÞÞ ð4Þ

where i again indexes the ID-PMTs, R(i) is the distance from the
source position to the PMT position, and aðθÞ is the acceptance as a
function of incident angle θ [4]. Even after this correction, some
position dependence still remains because of reflection from
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19 The data were taken on October 12, 2006 when was just after SK-III started.
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Figure 5.4: Hit rate distribution of data (red plots) and MC (blue plots) [58]. Top, bottom left, and bottom right figure
shows the distribution for barrel PMTs, top PMTs, and bottom PMTs, respectively. In the distribution for barrel PMTs,
horizontal axis shows the z position of barrel PMTs. In the distributions for top and bottom PMTs, horizontal axis
shows x2 + y2, where x and y is the x and y position of top (bottom) PMTs, respectively. Vertical axis shows the
average of Ri

Data or Ri
MC in each bin.

is known as the time walk effect. The purpose of the timing response calibration experiment is to determine
the correction factor of time walk for each PMT considering the process time of entire detector.

Figure 5.5 shows the schematic view of the timing response calibration system and cross section of the
diffuser ball. First, pulsed light with a wavelength of 337 nm and a full width at half maximum of 0.4 nsec
is generated using a nitrogen laser. The timing at which this pulsed light is generated is determined using a
2-inch PMT with a fast timing response. After that, the wavelength of the pulsed light is shifted to 398 nm,
where the QE of PMTs is high. The pulsed light then goes through the optical fiber to the diffuser ball and
is emitted isotropically. Furthermore, the intensity of the pulsed light can be changed using an optical filter,
and the timing response can be measured at various pulse heights. Since the pulse height is proportional to
the charge, this calibration is called TQ calibration.

In this measurement, as shown in Figure 5.6, a 2D distribution of timing and charge for one readout
channel can be created. This distribution is called a TQ map. The timing information on the vertical axis
in Figure 5.6 is obtained by calculating the TOF (Time of Flight) from the positional relationship between
the light source and the PMT and calculating T−TOF−T2-inch, where T is the PMT hit timing and T2-inch
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is the signal transmission time of the 2-inch PMT. A total of 15 correction factors can be obtained by fitting
the peak at each QBin in the TQ map with the following polynomial function depending on QBin,

QBin ≤ 10 : F1(x) ≡ f3(x), (5.6)

10 < QBin ≤ 50 : F2(x) ≡ F1(10) + (x− 10){F ′
1(10) + (x− 10)f3(x− 10)}, (5.7)

QBin > 50 : F3(x) ≡ F2(50) + (x− 50)f6(x− 50), (5.8)

fN (x) ≡ p0 + p1x+ p2x
2 + ...+ pNx

N , (5.9)

where F ′
1(x) is the derivative of F1(x).

timing of discriminator output) depends on the pulse heights of
PMTs, since the rise time of a large pulse is faster than that of a
smaller one. This is known as the “time-walk” effect. The overall
process time and the time-walk effect can be calibrated by
injecting fast light pulses into PMTs and by varying the intensity
of light.

Fig. 20 shows a schematic diagram of the SK timing calibration
system. The SK uses a nitrogen laser as a light source for timing
calibrations. The nitrogen laser (USHO KEC-100) is a gas flow laser
that emits fast pulsing light of 0.4 ns FWHM at a wavelength of
337 nm. The laser output is monitored by a fast response 2-in. PMT
(Hamamatsu H2431-50, rise time: 0.7 ns, T.T.S: 0.37 ns). This
monitor PMT is used to define the time of laser light injection.
The wavelength of the laser light is shifted to 398 nm by a dye,
where the convoluted response with Cherenkov spectrum, light
absorption spectrum and quantum efficiency of the PMTs is almost
maximum. The pulse width of the dye is 0.2 ns FWHM. The light

intensity is varied by a variable optical filter. We use the optical
filter to measure the time responses of readout channels at various
pulse height. The filtered light is guided into the detector by an
optical fiber (400 μm core) and injected into a diffuser ball located
near the center of the tank to produce an isotropic light. Fig. 21
shows a cross-section of the diffuser ball. Directional variations in
the photon emission time of the diffuser ball were measured to be
less than 0.2 ns.

Timing calibrations for SK ID readout channels were conducted
based on two-dimensional, timing versus pulse height (charge),
correlation tables that are called “TQ distributions”. Fig. 22 shows a
typical scatter plot of the TQ distribution for one readout channel.
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timing of discriminator output) depends on the pulse heights of
PMTs, since the rise time of a large pulse is faster than that of a
smaller one. This is known as the “time-walk” effect. The overall
process time and the time-walk effect can be calibrated by
injecting fast light pulses into PMTs and by varying the intensity
of light.

Fig. 20 shows a schematic diagram of the SK timing calibration
system. The SK uses a nitrogen laser as a light source for timing
calibrations. The nitrogen laser (USHO KEC-100) is a gas flow laser
that emits fast pulsing light of 0.4 ns FWHM at a wavelength of
337 nm. The laser output is monitored by a fast response 2-in. PMT
(Hamamatsu H2431-50, rise time: 0.7 ns, T.T.S: 0.37 ns). This
monitor PMT is used to define the time of laser light injection.
The wavelength of the laser light is shifted to 398 nm by a dye,
where the convoluted response with Cherenkov spectrum, light
absorption spectrum and quantum efficiency of the PMTs is almost
maximum. The pulse width of the dye is 0.2 ns FWHM. The light

intensity is varied by a variable optical filter. We use the optical
filter to measure the time responses of readout channels at various
pulse height. The filtered light is guided into the detector by an
optical fiber (400 μm core) and injected into a diffuser ball located
near the center of the tank to produce an isotropic light. Fig. 21
shows a cross-section of the diffuser ball. Directional variations in
the photon emission time of the diffuser ball were measured to be
less than 0.2 ns.

Timing calibrations for SK ID readout channels were conducted
based on two-dimensional, timing versus pulse height (charge),
correlation tables that are called “TQ distributions”. Fig. 22 shows a
typical scatter plot of the TQ distribution for one readout channel.



0.8
0.85

0.9
0.95

1
1.05

1.1
1.15

1.2

-150 -100 -50 0 50 100 150

degree

ch
ar

ge
 d

iv
id

ed
 b

y 
ga

in
 a

nd
 Q

E

bottom barrel top barrel bottom

TOP

Barrel

3m width

Bottom

Light source

Fig. 17. The observed corrected charge divided by the gain and QE factor and normalized by its average over all PMTs. The left side of the figure shows the setup. The
horizontal axis in the right figure shows the zenith angle from the top-center point. The color of the points in the right scatter plot corresponds to the PMT production period
described in the caption of the Fig. 16. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 18. Schematic view of the nonlinearity calibration.

expected number of p.e.

ob
se

rv
ed

/e
xp

ec
te

d

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1

0

10

20

30

40

50

60

70

80

90

10-1 1 10 102 103

Fig. 19. Linearity curve of all the PMTs. The points show the average for each
expected number of photoelectrons region. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 20. Schematic view of the timing calibration system.
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Figure 5.5: Schematic view of the timing response calibration system (left) and cross section of the diffuser ball
(right) [58].

The calibration constants, called the “TQ-map”, are derived by
fitting the TQ distribution to polynomial functions. A TQ-map
includes overall process time and the time-walk effect; each
readout channel has its own TQ-map.

In the laser event selection, we require that the monitor PMT is
fired. The fired timing defines the reference timing of the laser
flashed. For laser events, we apply a timing correction, called time-
of-flight (TOF) correction, that subtracts time of flight from the
diffuser ball to the respective PMT position using group velocity
of light with the measured wavelength, !398 nm. Using the
TOF-corrected hit timing, “laser hits” are defined as hits in a time
window 750 ns around the hit timing of the monitor PMT.

The selected laser hits of each readout channel are divided into
180 bins of charge, called “Qbin”s. Each Qbin is defined as the
amount of charge from the PMT in pC; they are defined on a linear
scale from 0 to 10 pC (0.2 pC/Qbin) and on a logarithmic scale from
10 to 3981 pC (50 log ðpCÞ/Qbin). After the TQ distributions are
divided into 180 Qbins, the timing distribution is smoothed by a
Gaussian to minimize statistical fluctuations. Although the timing
distribution in each Qbin is almost Gaussian, the timing distribu-
tions have a small asymmetric feature because of an asymmetric
time response of PMT and contributions from direct and indirect
light; direct light causes early hits, while indirect light causes late
hits due to reflection and scattering. In order to take the asym-
metric feature into account, the timing distribution in each Qbin is
fitted to an asymmetric Gaussian, which provides the peak timing
and standard deviation. The peak timing and standard deviations
for respective charges are fitted by polynomial functions depend-
ing on Qbin:

polNðxÞ $ p0þp1xþp2x
2þ⋯þpNx

N ð6Þ

Qbinr10 : F1ðxÞ $ pol3ðxÞ ð7Þ

Qbinr50 : F2ðxÞ $ F1ð10Þþðx&10Þ

'½F ′1ð10Þþðx&10Þ ' pol3ðx&10Þ) ð8Þ

Qbin450 : F3ðxÞ $ F2ð50Þþðx&50Þ ' pol6ðx&50Þ ð9Þ

where F ′1 in Eq. (8) is a derivation of F1, that is introduced for
continuity between F1ðxÞ and F2ðxÞ at Qbin¼ 10. In Eqs. (8) and (9),
F1ð10Þ and F2ð50Þ are introduced to satisfy the boundary

conditions to connect Fi(x) (i¼1, 2, 3) at Qbin¼ 10 and
Qbin¼ 50. F1ðxÞ and F2ðxÞ have 4 fit parameters each, and 7 fit
parameters in F3ðxÞ. Thus, the number of fit parameter is 15 in
total. The parameters resulting from the fit are saved in a database
as the TQ-map and are used to correct the time response of each
readout channel.

The timing resolution of the SK detector is evaluated using the
same data set as used for the TQ-map evaluation. To evaluate the
timing resolution, all PMT timing distributions, corrected by their
TQ-maps, are accumulated in each Qbin and the timing distribu-
tions in Qbins are fitted by an asymmetric Gaussian that is defined,

f ðt; t4TpeakÞ $ A1 ' expð&ðt&TpeakÞ
2=s2t ÞþB1 ð10Þ

f ðt; trTpeakÞ $ A2 ' expð&ðt&TpeakÞ
2=st ′2ÞþB2 ð11Þ

where Ai, Bi (i¼1,2), st and s′t are fit parameters (note that, in these
equations, a larger t corresponds to earlier hits). The fit parameters
need to satisfy a boundary condition, A1þB1 ¼ A2þB2, to connect
two Gaussian functions at t ¼ Tpeak. As an example, Fig. 23 shows
the timing distribution and the function resulting from the fit for
Qbin¼14.
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Fig. 23. Timing distribution added over all the readout channels in Qbin¼14
(! 1 photoelectron). The result of the fit to an asymmetric Gaussian is shown by
the solid curve.
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Figure 5.6: 2D distribution of timing and charge for one readout channel [58]. Horizontal axis shows charge (QBin) of
each hit. Vertical axis shows TOF-corrected hit timing.



54 5. Detector calibration

5.2 Photon tracking

5.2.1 Water transparency measurement

For photon tracking in MC, it is essential to consider the water properties like absorption and scatter-
ing. The light attenuation is expressed as exp{−l/L(λ)}, where l is the light path length and L(λ) is the
attenuation length at wavelength λ. Also, in MC, L(λ) is defined as

L(λ) =
1

αabs(λ) + αsym(λ) + αasy(λ)
, (5.10)

where αabs(λ), αsym(λ), and αasy(λ) are attenuation coefficients of absorption, symmetric scattering, and
asymmetric scattering at wavelength λ, respectively. αsym(λ) is used to consider the Rayleigh scattering and
the symmetric components of Mie scattering. While αasy(λ) is used to consider the forward components of
Mie scattering.

To determine each attenuation coefficient, laser light of various wavelengths (337, 375, 405, 445, and 473
nm) were applied downward from the top of the SK tank, and the PMT hit timing was measured. Figure 5.7
shows the schematic view of the laser calibration system and TOF-subtracted hit timing distributions of the
laser calibration data and MC. Attenuation coefficients are determined using top PMTs that are 2 m away
from the laser light injector, and barrel PMTs. Barrel is separated into five regions, from B1 to B5. B3
includes PMTs for 11 lines and the others include PMTs for 10 lines. In the left side of Figure 5.7, the cyan
shaded circle spot on the bottom shows the beam target used for the TOF calculation. Also, in the right side
of Figure 5.7, hits between the left two blue vertical solid lines are due to scattered photons, and this region
is used to determine the attenuation coefficients. The peaks in the right time region is thought to be due to
photons reflected on the surface of PMT or black sheet. Each attenuation coefficient is introduced into MC
using the following formula based on experiments,

αabs(λ) = P0 ×
P1

λ4
+ C, (5.11)

C = P0 × P2 ×
(

λ

500

)P3

, (5.12)

αsym(λ) =
P4

λ4
×
(
1.0 +

P5

λ2

)
, (5.13)

αasy(λ) = P6 ×
{
1.0 +

P7

λ4
× (λ− P8)

2

}
. (5.14)

Attenuation coefficients are determined so that χ2 is minimized by comparing the hit timing distribution of
MC created while changing the nine parameters from P0 to P8 with the hit timing distribution of data. Values
of P0 to P8 are summarized in Table 5.1.

5.2.2 Top-Bottom Asymmetry

As described in Section 2.6, the ultrapure water in SK is always circulated and purified by the water
purification system. The purified ultrapure water is supplied from the bottom of SK tank and collected at the
top of SK tank. The water quality gradually decreases as the ultrapure water moves from the bottom to the
top of SK tank. Therefore, the water transparency in the SK tank has position dependence, and it is crucial
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Each parameter was determined by applying the same analysis
(χ2 method) on the real data from each laser run. The symmetric
scattering coefficient is relatively stable (the RMS/mean was about
3% August 2008 – November 2012). Both the absorption and
asymmetric scattering coefficients have relatively larger time
dependence (about 20–40% and 20–60% in the same time period,
respectively). Since asymmetric scattering is one order of magni-
tude smaller than absorption, the time variations in water trans-
parency are mainly caused by absorption.

As described in Section 2.4, water quality has position depen-
dence. The vertical dependence is determined from the nickel data
obtained every month and monitored with the real-time Xe
system as described in Section 3.1.2. A similar z-dependence in
the water quality is seen in other control sample data, such as
decay electrons from cosmic-ray stopping muons. Fig. 30 shows
the top–bottom asymmetry of the hit probability normalized by
the average of all the PMTs as a function of time. The top–bottom
asymmetry (αtba) is defined by

αtba ¼ ð〈Ntop〉# 〈Nbottom〉Þ=〈Nbarrel〉 ð18Þ

where 〈Ntop〉; 〈Nbottom〉 and 〈Nbarrel〉 are the averages of the hit
probabilities of top, bottom and barrel of SK, respectively. The
average of the hit probability on the top PMTs is about 5% smaller
than that on the bottom PMTs, as discussed in Section 2.4. The
nickel and Xe measurements are in accordance over the entire

SK-IV time period. Since the time variation is mainly caused by
absorption, as described above, the vertical position and time
dependence of the water quality is introduced in SK-MC by
multiplying αabs by a factor Aðz; tÞ in Eq. (13):

Aðz; tÞ ¼ 1þz & βðtÞ for zZ#11 m

¼ 1#11 & βðtÞ for zr#11 m ð19Þ

Date
2009/10/19 2010/11/26 2012/01/02 2013/02/07

Ti
m

in
g 

O
ffs

et
 (n

s)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Fig. 25. Timing-offset values with respect to pre-defined TQ-map for a typical
readout channel as a function of time. The error bar on each point indicates
statistical uncertainty.

Fig. 26. Real-time laser system for measurements of absorption and scattering of
the Cherenkov light in water and reflectivity at the PMT surface. Analysis was
performed using PMTs belonging to five divisions of the barrel region, B1–B5, and
top. The blue shaded circle spot at the bottom region indicates the beam target
used in the TOF calculation. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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Fig. 27. Typical TOF-subtracted (see text) timing distributions for the vertical
down-going laser beam with the wavelength at 405 nm between data (black circle)
and MC (red histogram, the best tune) normalized by observed total photoelec-
trons. The top plot is for the PMTs at the SK tank top wall. The second to bottom
plots correspond to the five barrel wall regions from top to bottom of the SK tank as
indicated in Fig. 26. The time region between the left two blue solid vertical lines is
used to measure the absorption and scattering described in this Section 3.2.1 and
the right region is used for the measurement of reflection described in Section
3.2.2. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)
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Fig. 28. Typical fitted water coefficient functions used in the SK-MC. The points are
the data obtained in April 2009. The each lines through the points for absorption,
symmetric scattering and asymmetric scattering show the fitted functions while
the top line shows the total of all fitted functions added together.
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Each parameter was determined by applying the same analysis
(χ2 method) on the real data from each laser run. The symmetric
scattering coefficient is relatively stable (the RMS/mean was about
3% August 2008 – November 2012). Both the absorption and
asymmetric scattering coefficients have relatively larger time
dependence (about 20–40% and 20–60% in the same time period,
respectively). Since asymmetric scattering is one order of magni-
tude smaller than absorption, the time variations in water trans-
parency are mainly caused by absorption.

As described in Section 2.4, water quality has position depen-
dence. The vertical dependence is determined from the nickel data
obtained every month and monitored with the real-time Xe
system as described in Section 3.1.2. A similar z-dependence in
the water quality is seen in other control sample data, such as
decay electrons from cosmic-ray stopping muons. Fig. 30 shows
the top–bottom asymmetry of the hit probability normalized by
the average of all the PMTs as a function of time. The top–bottom
asymmetry (αtba) is defined by

αtba ¼ ð〈Ntop〉# 〈Nbottom〉Þ=〈Nbarrel〉 ð18Þ

where 〈Ntop〉; 〈Nbottom〉 and 〈Nbarrel〉 are the averages of the hit
probabilities of top, bottom and barrel of SK, respectively. The
average of the hit probability on the top PMTs is about 5% smaller
than that on the bottom PMTs, as discussed in Section 2.4. The
nickel and Xe measurements are in accordance over the entire

SK-IV time period. Since the time variation is mainly caused by
absorption, as described above, the vertical position and time
dependence of the water quality is introduced in SK-MC by
multiplying αabs by a factor Aðz; tÞ in Eq. (13):

Aðz; tÞ ¼ 1þz & βðtÞ for zZ#11 m

¼ 1#11 & βðtÞ for zr#11 m ð19Þ
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Fig. 25. Timing-offset values with respect to pre-defined TQ-map for a typical
readout channel as a function of time. The error bar on each point indicates
statistical uncertainty.

Fig. 26. Real-time laser system for measurements of absorption and scattering of
the Cherenkov light in water and reflectivity at the PMT surface. Analysis was
performed using PMTs belonging to five divisions of the barrel region, B1–B5, and
top. The blue shaded circle spot at the bottom region indicates the beam target
used in the TOF calculation. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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Fig. 27. Typical TOF-subtracted (see text) timing distributions for the vertical
down-going laser beam with the wavelength at 405 nm between data (black circle)
and MC (red histogram, the best tune) normalized by observed total photoelec-
trons. The top plot is for the PMTs at the SK tank top wall. The second to bottom
plots correspond to the five barrel wall regions from top to bottom of the SK tank as
indicated in Fig. 26. The time region between the left two blue solid vertical lines is
used to measure the absorption and scattering described in this Section 3.2.1 and
the right region is used for the measurement of reflection described in Section
3.2.2. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)
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Fig. 28. Typical fitted water coefficient functions used in the SK-MC. The points are
the data obtained in April 2009. The each lines through the points for absorption,
symmetric scattering and asymmetric scattering show the fitted functions while
the top line shows the total of all fitted functions added together.
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Figure 5.7: Schematic view of the laser calibration system (left) and TOF-subtracted hit timing distributions of the laser
calibration data and MC (right) [58]. Water parameter tuning is performed using top PMTs that are 2 m away from the
laser light injector, and barrel PMTs. Barrel is separated into five regions, from B1 to B5. B3 includes PMTs for 11
lines and the others include PMTs for 10 lines. In the left figure, the cyan shaded circle spot on the bottom shows the
beam target used in the TOF calculation. In the right figure, the black circle shows data and the red histogram shows
MC. Both data and MC are normalized by observed total photoelectrons. Time region between the left two blue vertical
solid lines is used for the water parameter tuning. Right time region is used for the PMT reflectivity measurement.

to understand the position dependence of water transparency precisely. The vertical dependence is estimated
by the Ni-Cf source data and the Xe light source data described in Section 5.1.1. The vertical asymmetry of
water transparency (Top-Bottom Asymmetry, TBA) is defined as

TBA =
Ntop −Nbottom

Nbarrel
, (5.15)

where Nbarrel, Ntop, and Nbottom shows the average number of ID PMT hits on the barrel, on the top, and
on the bottom, respectively. Figure 5.8 shows the time variation of TBA in SK-V and SK-VI. As described
above, the water quality is better in the bottom side than in the top side. Therefore, the values of TBA are
negative. Also, since the time variation seen in Figure 5.8 are mainly due to the variation in absorption, the
time and z-direction dependent water quality is implemented into the MC by multiplying αabs by the factor
A(z, t). A(z, t) is defined as

A(z, t) ≡

{
1 + z × β(t) (z ≥ −11m)

1− 11× β(t) (z < −11m)
, (5.16)

β(t) = −0.006322× 100× TBA− 0.004130, (5.17)

where z is the z position and β(t) [m−1] is the parameter indicating the degree of z dependence in water
quality as a function of t. In Equation (5.17), TBA shows the TBA calculated by using the Xe light source
data, and this equation can be obtained by using all Ni-Cf source data in SK-VI.
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Table 5.1: Values of P0 to P8.

P0 0.596600

P1 5.18888× 107

P2 1.06522

P3 14.1858

P4 1.13817× 108

P5 5.79108× 104

P6 2.26159× 10−4

P7 17.1260

P8 4.48622× 104
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Figure 5.8: Time variation of TBA in SK-V and SK-VI [107]. The differences of TBA between Ni-Cf source data and
Xe light source data and between Ni-Cf source data and MC are also shown on the bottom. The two thick horizontal
dotted-dashed lines show the 0.5% difference.

5.2.3 Photon reflection on the material surface

When considering photon tracking, the photon reflection on the material surface must also be introduced
into MC. In this section, reflectivity measurements of PMT and black sheet are described.

Reflection on the PMT surface
The photon reflection on the PMT surface can be estimated by comparing the time region between the

right two blue vertical solid lines in Figure 5.7 between data and MC. The PMT surface consists of three
layers of glass, bialkali, and vacuum. In SK, the refractive indices of the glass, bialkali, and vacuum are
defined as 1.472+3670/λ2, nre+ i×nim, and 1.0, respectively. Here, λ [nm] is the wavelength of a photon.
For bialkali, the complex refractive index is taken into account, where nre and nim are the real and imaginary
parts of the complex refractive index, respectively. The best value of nre obtained by comparing the data
with MC was 2.31 at λ = 337 nm, 2.69 at λ = 365 nm, 3.06 at λ = 400 nm, and 3.24 at λ = 420 nm.
While the best value of nim obtained by comparing the data with MC was 1.667.
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As shown in Fig. 4, the value of Aðz; tÞ is assumed to be constant
below z¼$11 m where water convection from the pure water
inlet at the tank bottom is relatively stable and effective, while we
assume that absorption changes linearly for z4$11 m. To deter-
mine the slope (β), the top–bottom asymmetry of the hit prob-
ability (αtba) in the nickel data was compared with various MC
samples with different values of β in the nickel data analysis.
We found the following relationship between β and αtbað%Þ:

βð1=mÞ ¼ ð$0:163% ðαtbaÞ
2$3:676% αtbaÞ % 10$3 ð20Þ

For example, in April 2009 αtba and β are $4.91% and 0.01,
respectively.

3.2.2. Light reflection at PMT and black sheet
Light reflection at the PMT surface is tuned using the same laser

data used to determine the water quality parameters, as described
in Section 3.2.1. Typical time distributions for data and MC after
simulation tuning are shown in Fig. 27. Four layers of material
(refractive index) from the surface to the inside of the PMT are
taken into account; water (1.33), glass (1.472þ3670/λ2, where λ is
the wavelength in nm), bialkali (nrealþ i ' nimg) [13], and vacuum
(1.0). Here, nreal and nimg are the real and imaginary parts of the
complex refractive index, and an appropriate thickness of the
photocathode was based on information from the manufacturer
[14]. The best fit values from the tuning were: nimg 1.667 and nreal
2.31, 2.69, 3.06, and 3.24 at λ¼337, 365, 400 and 420 nm,
respectively. Note that these fitted values include the effects from
several materials inside of the PMT as well as the photocathode.

Cherenkov photons are reflected or absorbed on the black sheet.
The reflectivity of the black sheet used in SK-MC is measured by a light
injector set in the SK tank. The experimental setup is shown in Fig. 31.
The reflected charge (Qscattered) was measured at three incident angles
(301, 451, and 601) with three wavelengths (337 nm, 400 nm, and
420 nm). For reference, the direct charges (Qdirect) without the black
sheet were also measured. The total reflectivity is tuned using the ratio
R¼ Qscattered=Qdirect . The tuning results are shown in Fig. 32. The
adjustment resulted in agreement between data and MC at better
than the 71% level at each wavelength and position.

4. Outer detector calibration

4.1. Introduction

The SK-I OD is described in Ref. [1]. The OD was completely
rebuilt to its original configuration for SK-II. For SK-III, dead
phototubes were replaced and vertical sheets of Tyvek were
installed to optically separate the barrel and endcap regions as
shown in Fig. 33. The optical segmentation was implemented to
enhance rejection of background “corner-clipping” cosmic-ray
muons from neutrino interactions with an exiting lepton, e.g.

Table 3
Summary of the typical fitted water quality parameters in Eqs. (14)–(17) obtained from April 2009 data.

P0 P1 P2 P3 P4 P5 P6 P7 P8

0.624 2.96%107 3.24%10$2 10.9 8.51%107 1.14%105 1.00%10$4 4.62%106 392

Fig. 29. Time variation of the water parameters in SK-IV from October 2008 to
November 2012. The vertical axis is the inverse water transparency [m$1]. The
absorption, asymmetric scattering, and symmetric scattering for each wavelength
are shown in blue (top), black (middle), and purple (bottom), respectively. Note
that the asymmetric scattering (black) is smaller than others by one order of
magnitude. The wavelength was changed in 2008 from 365 nm to 375 nm, from
400 nm to 405 nm, and from 420 nm to 445 nm as indicated by the black vertical
bars. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)
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Fig. 30. Top–bottom hit probability asymmetry as a function of time for SK-IV. The
vertical axis gives the value obtained using the averaged hit probability in top,
bottom and barrel PMTs defined as Eq. (18). The red points show the nickel data
and the blue thick curve shows the real-time Xe data described in Section 3.1.2.
(For interpretation of the references to color in this figure caption, the reader is
referred to the web version of this paper.)

Fig. 31. Schematic view of a laser light injector for the reflectivity measurement of
a black sheet. The left figure shows the top view. The injector was inserted to the
center part of the SK tank and the reflected light was measured by the SK ID-PMTs.
For the normalization of reflectivity, data were taken without the black sheet.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 737 (2014) 253–272268

Figure 5.9: Schematic view of the black sheet reflectivity measurement [58]. Left figure shows the top view. The laser
light injector is inserted from the top center of the SK tank and the reflected light is measured by ID PMTs.

Reflection on the black sheet surface
Cherenkov photons are absorbed on the black sheet surface with high probability, but may also be re-

flected. The black sheet reflectivity introduced into MC is adjusted by using the results of the measurement
by laser injector. Figure 5.9 shows the schematic view of the black sheet reflectivity measurement. First,
laser injector is set at the center of the SK tank, laser light is injected onto a black sheet about 10 cm away,
and the amount of charge by the reflected light (Qreflected) is measured. Second, the amount of charge
without black sheet (Qdirect) is measured. Finally, the black sheet reflectivity is adjusted by using the ratio
Qreflected/Qdirect. As a result of adjusting the reflectivity, the difference between data and MC is within 1%.
Note that this measurement was performed at three wavelengths (337 nm, 400 nm, 420 nm) and at three
reflection angles (30◦, 45◦, 60◦).

5.3 LINAC

The energy scale parameter for low-energy MC simulations is determined by using the electron linear
accelerator (LINAC)7. Figure 5.10 shows the schematic view of LINAC [108]. To suppress the effects of
X-rays and gamma-rays emitted by LINAC itself, LINAC is set far from the SK detector. Electron beams
generated at LINAC are sent inside the detector with stainless beam pipes and magnets. The kinetic energy
of electron beams can be selected in the range of 5 to 18 MeV. Moreover, the irradiate position of electron
beams can be changed by extending and taking out the beam pipes. In SK-VI, LINAC data was taken at three
irradiate positions: (−1237, −70.7, 1197) cm, (−1237, −70.7, −6) cm, and (−1237, −70.7, −1209) cm. At
each position, electron beams with kinetic energies of 8 MeV, 12 MeV, and 15 MeV were irradiated. As for
the position of (−1237, −70.7, −6) cm, electron beams with kinetic energy of 6 MeV were also irradiated.
The energy scale parameter is derived by comparing Neff between LINAC data and LINAC MC. In SK-VI,
the parameter was determined to be about 0.88, and this parameter is multiplied by QE of ID PMTs in MC
simulations.

7The systematic uncertainty of energy scale is also determined by using LINAC.
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Table 1
Technical data on the electron LINAC

Type Mitsubishi ML-15MIII
Accelerating tube 1.69 m length 26 mm inner diameter
Acceleration type traveling-wave
Microwave frequency 2.856 GHz
Klystron Mitsubishi PV2012M
Electron gun 0.125 mm diameter tungsten filament
Electron gun intensity 200 !A maximum
Vacuum in accelerating tube 10!" torr
Maximum beam intensity &10# electrons/pulse at the accelerator tube end
Beam momentum 5—16 MeV/c
Pulse width 1—2 !s
Repetion rate 10—66 pulses/s
Beam size &6 mm
Beam angular spread &3 mrad
Power consumption 30 KVA

Fig. 1. The LINAC and its beam line at the SK detector. The
fiducial volume for the solar neutrino measurement is indicated
by a dashed line. Black dots indicate where in the fiducial
volume calibration data were taken with the LINAC (see also
Table 4).

Microwave pulses of &2 !s width are generated
in a Mitsubishi PV2012M klystron with an adjust-
able pulse rate between 10 and 66 Hz. Electrons
from the electron gun are accelerated as they travel
with the microwave in the accelerating tube. Ma-
nipulating the input power and frequency of the
microwave changes the average beam momentum.
The electron energy can be varied in a range from

Fig. 2. Beamline detail: first bending magnet (D1) and asso-
ciated collimators. Here the beam momentum is defined.

5 to 16 MeV, well matched to recoil electron ener-
gies from solar neutrinos. Features of the LINAC
are summarized in Table 1.

After the accelerating tube, the electron beam is
rather divergent and spans a modest momentum
range. Mono-energetic electrons are selected from
this spectrum by an arrangement of collimators
surrounding D1, the first 15° bending magnet
(Fig. 2). After the C3 collimator (Fig. 3), the beam
momentum spread is reduced to 0.5% at FWHM.
Constraining beam momentum and divergence re-
duces the beam intensity from &10# to a few
electrons per microwave pulse. Thus almost the
entire beam intensity is either dumped into col-
limators or deflected out of the beamline by the
magnet. If any gammas generated in this process
were to reach the ID, additional light from their
Compton electrons would produce correlated
background, altering the energy calibration.

116 M. Nakahata et al. /Nucl. Instr. and Meth. in Phys. Res. A 421 (1999) 113—129
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Figure 5.10: Schematic view of LINAC [108].
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6 Event selection

In this study, we search for NCQE events that consist of prompt signals from de-excitation gamma-rays
and delayed signals from neutrons. We select events where the visible energy of the prompt signal (Evis)
is between 7.49 MeV and 29.49 MeV because most NCQE events are in the Evis region (see Figure 6.18).
In each candidate event, delayed signals within 535 µs from the prompt signal are searched. The event re-
construction and neutron tagging method follow the DSNB search in SK-Gd phase [40, 109]. Details of the
neutron tagging method are summarized in Section 6.4.2.

The data sample includes not only NCQE events but also other events such as atmospheric neutrino NC
non-QE events, atmospheric neutrino charged-current (CC) events, spallation events (see Section 3.3.1), re-
actor neutrino events (see Section 3.3.2), and accidental coincidence events. Most of atmospheric neutrino
NC non-QE events (∼90.4% of NC non-QE events after applying all event selections) are events with single
meson, as shown in Figure 6.1. Schematic view of atmospheric neutrino CC events is shown in Figure 6.2.
Muon neutrino CC events become backgrounds when the emitted muon is invisible (below Cherenkov thresh-
old (see Section 2.5)). Accidental coincidence events are mainly pairs of a spallation event without neutrons
and a neutron misidentification event. Most of these events can be removed by applying various event re-
ductions. However, some events remain even after applying all event reductions. To determine the number
of NCQE events, it is necessary to estimate the number of all those events. The methods of event reduction
and event estimation are described below.

This study uses 552.2 days of data with 0.011% gadolinium-loaded water from August 2020 to June
2022. This data set is the same as the one used for the SK-Gd DSNB search [40].

Oν/ν#

𝛄

n
ν/ν#

π

Figure 6.1: Schematic view of an atmospheric neutrino NC event with single meson.

ν! nO
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ν! nO
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Figure 6.2: Schematic view of atmospheric neutrino CC events.
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6.1 First reduction: Pre-cut

6.1.1 Non-SHE-triggered event and noise event cut

First, when a run satisfies the following conditions, events in the run are not used.

• Run time is shorter than 5 minutes

• Run started less than 15 minutes after the high-voltage was recovered

• Any hardware problem is reported

• Event distribution is unusual due to detector problems

Moreover, the following events are removed.

• Calibration trigger events

• Periodic trigger events

• T2K beam trigger events

• Pedestal events

In addition, the condition N(Q < 0.5 p.e.)/Ntotal < 0.55 is required to remove the events triggered by
PMT noise hits, where N(Q < 0.5 p.e.) is the number of hits with a charge smaller than 0.5 p.e. and Ntotal

is the total number of hits.

6.1.2 Cosmic ray muon-induced event cut

Cosmic ray muons come to the SK at ∼2 Hz, and most of these muons issue the OD trigger. To remove
events induced by cosmic ray muons, events that the OD trigger is issued are not used. Moreover, some
muons decay into electrons with a life time of 2.2 µs, leaving hits inside the ID without an OD trigger. To
remove events induced by these electrons, events within 50 µs from preceding cosmic ray muons are not
used. Spallation events caused by cosmic ray muons will be described later.

6.1.3 Fiducial volume cut

Radioactive backgrounds are concentrated near the detector wall. Therefore, events within 2 m away
from the ID wall are removed.

6.1.4 Fit quality cut

To remove poorly reconstructed events, events that the vertex reconstruction goodness (gvtx) is less than
0.5 are removed. Details of gvtx are summarized in Section 4.1.
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6.1.5 Trigger requirement

To search delayed signals within 535 µs from the prompt signal, not only the SHE trigger but also the
AFT trigger must be issued. However, since the AFT trigger rate was limited to once every 21 ms until the
middle of SK-VI, some events did not issue the AFT trigger. Therefore, in MC, the number of events is
scaled by using the AFT trigger efficiency εAFT defined as

εAFT =
NAFT

NSHE
, (6.1)

where NAFT is the number of AFT-triggered events and NSHE is the number of SHE-triggered events. εAFT

is summarized in Table 6.1.

Table 6.1: AFT trigger efficiency considering the whole period of SK-VI.

Evis εAFT

(MeV)
7.49–9.49 85.3%
9.49–11.49 80.4%

11.49–13.49 74.3%
13.49–15.49 70.0%
15.49–17.49 67.9%
17.49–19.49 63.4%
19.49–21.49 89.7%
21.49–23.49 90.0%
23.49–25.49 90.0%
25.49–27.49 100.0%
27.49–29.49 90.5%

6.2 Second reduction: Spallation cut

Here, the spallation events, which are major backgrounds in the energy range from a few MeV to tens of
MeV, are removed. As described in Section 3.3.1, some radioactive isotopes produced by cosmic-ray muon
spallation of oxygen nuclei mimic the IBD and NCQE events. The spallation cut consists of five components,
and these components are described in Section 6.2.1 to Section 6.2.5.

6.2.1 1 ms cut

Gamma-rays and neutrons are emitted by hadronic nuclear interactions caused by nucleons and mesons
with hundreds of MeV generated by muon spallation. In some cases, the gamma-rays can issue the SHE
trigger, and the neutrons can be detected as delayed signals. To remove these events, events within 1 ms
from preceding cosmic ray muons are not used.
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6.2.2 Multiple spallation cut

Energetic cosmic ray muons may produce multiple radioactive isotopes. When a spallation event issues
the SHE trigger, other spallation events may be observed close to the event both in time and space. To
remove the SHE-triggered events, low energy events with a Evis of 5.49–24.49 MeV within ±60 s from the
SHE-triggered event are used. First, selection criteria of the solar neutrino analysis [104] are applied to all
low energy events. Then, the distance from the SHE-triggered event to each low energy event is calculated.
If there is one low energy event with a distance of less than 4.0 m, the SHE-triggered event is removed (see
Figure 6.3).

SHE-triggered event

low energy events−60 s 60 s

4 m

Figure 6.3: Schematic view of multiple spallation cut. In this case, the SHE-triggered event is removed.

6.2.3 Neutron cloud cut

Muon spallation produces many particles, including neutrons. These neutrons are captured on Gd, and
generate neutron event clusters, named neutron cloud, near the spallation point. To remove spallation events,
the information of neutron cloud is used. First, the following selection criteria are applied to neutron events
after muon spallation.

• N200 ≥ 25

• Timing is within [35, 535] µs from the muon spallation

• gvtx > 0.4 and gdir < 0.4

• Distance from the muon track is within 5 m

Here, N200 is the number of hits in a TOF-subtracted 200 ns time window and gdir is the direction recon-
struction goodness. Details of gdir are summarized in Section 4.2. These selection criteria are based on the
measurement of cosmogenic neutron yield in SK-Gd [110]. If the number of neutron events that satisfied
the above selection criteria (Ncloud) is greater or equal to 2, the muon is considered to have a neutron cloud.
Then, SHE-triggered events are removed based on cut criteria summarized in Table 6.2. In Table 6.2, ∆T is
the time difference between the muon and SHE-triggered event and ∆l (= ∆2

x + ∆2
y + ∆2

z) is the distance
ilustrated in Figure 6.4.
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Table 6.2: Cut criteria of neutron cloud cut [36]. The cut criteria are based on the SK DSNB analysis [22].

Time [s] Spatial [cm]
Ncloud ≥ 2 ∆T < 0.1 ∆l < 1, 200

Ncloud ≥ 2 ∆T < 1 ∆l < 800

Ncloud = 2 ∆T < 30 (∆2
x +∆2

y)/200
2 +∆2

z/400
2 > 1.2

Ncloud = 3 ∆T < 60 (∆2
x +∆2

y)/(6× 104) + ∆2
z/500

2 > 1.2

4 ≤ Ncloud ≤ 5 ∆T < 60 (∆2
x +∆2

y)/(1.2× 105) + ∆2
z/550

2 > 1.2

6 ≤ Ncloud ≤ 9 ∆T < 60 (∆2
x +∆2

y)/(2× 105) + ∆2
z/650

2 > 1.2

Ncloud ≥ 10 ∆T < 60 (∆2
x +∆2

y)/500
2 +∆2

z/700
2 > 1.2

8.2. Second Reduction: Spallation Cut 121
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Figure 8.6: Distance between neutron cloud position and the SHE
event. Each panel exhibits the difference in Nncloud.

defined axis and variables. Given the varying dependence of the cloud on the muon,
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Figure 8.7: Illustration of definition for the variables used in the
neutron cloud cut.

as illustrated in Figures 8.5 and 8.6, the cut criteria for the neutron cloud can be
distinguished by Nncloud.

Figure 6.4: Definition of the variables used in the neutron cloud cut [36].

6.2.4 Spallation likelihood cut

To further remove spallation events, the spallation likelihood is used. The spallation likelihood Lspall is
defined as

Lspall = log
∏
i

{
PDFi

spall(x)

PDFi
random(x)

}
, (6.2)

where PDFi
spall is the probability density function (PDF) of the muon spallation sample, PDFi

random is the
PDF of the random sample, i is the i-th valiable used in the calculation, and x is the value of the i-th variable.
Definition of the muon spallation sample and the random sample is summarized in Figure 6.5 [36].

There are five variables used in the calculation as follows.

• dt: Time difference between the muon and SHE-triggered event. For spallation events, this variable
should reflect lifetimes of the produced radioactive isotopes.

• lt: Transverse distance from the muon track to SHE-triggered event. For spallation events, this variable
should be within a few meters.

• ll: Longitudinal distance from the maximum energy deposition point on the muon track to SHE-
triggered event. The maximum energy deposition point is correlated to the spallation point, and this
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118 Chapter 8. Event reduction

due to spallation. All muon events from these two regions are compiled for all SHE
occurrences and labeled as ‘pre-’ and ‘post-’ samples.

�60 sec ±0 sec +60 sec

�T
muons

"post-region""pre-region"

SHE event

( � msec)

Figure 8.2: Illustration of muon concept for the spallation.

The spallation cut consists of five reduction contents.

• 1-ms cut: Filters out hadronic interaction events resulting from the particles
induced by muon spallation.

• Neutron cloud cut: Assess muon spallation events that occurred with neu-
trons along with the muon track.

• Multiple Spallation cut: Detects the presence of clustered low-energy events
in both space and time.

• Spallation likelihood cut: Compute the likelihood of a SHE event originat-
ing from muon spallation.

• Spallation Box cut: A more stringent cut than others, utilizing muon good-
ness, time variance, and spatial difference to eliminate sufficiently high-energy
spallation events.

8.2.1 1-ms cut

Muon spallation yields a cascade of particles, sometimes numbering in the thousands.
These particles, being highly energetic, can instigate subsequent hadronic nuclear
reactions, emitting gamma rays, neutrons, and more. Occasionally, these particles
might activate the SHE triggers, with neutrons potentially causing a delayed signal
due to neutron capture.

To filter out evident SHE events induced by the muon spallation, any SHE events
within 1 ms muon occurrences are excluded. Factoring in the 2 Hz muon rate, the
impact of this cut on signal efficiency is calculated as 1 ms/0.5 s = 0.2%.

SHE-triggered event

Figure 6.5: Definition of the muon spallation sample and the random sample [36]. Pre-region includes both muon spal-
lation samples (muon events correlated with the SHE-triggered event) and random samples (muon events uncorrelated
with the SHE-triggered event), while post-region includes only random samples.

variable should be within a few meters for spallation events.

• Qµ: Total charge deposited by the muon in the ID. Qµ of spallation events should be larger than Qµ

expected from the minimum ionization.

• Qres: Difference between Qµ and charge expected from the minimum ionization, defined as

Qres = Qµ −QMI × L, (6.3)

whereQMI is the number of photoelectrons per centimeter expected from the minimum ionization and
L is the muon track length. For multiple muons, L is the sum of muon track lengths. Qres indicates
the probability that a muon will cause nuclear spallation.

Figure 6.6 shows the definition of lt and ll used in the spallation likelihood cut.
PDFi

spall and PDFi
random are made for four muon types, single-through going, stopping, multiple, and

misfit muons, categorized at a muon reconstruction algorithm (Muboy) [36, 111, 112]. Figure 6.7 shows the
schematic view of a single-through going muon, a stopping muon, and multiple muons. In Muboy, when
the number of PMT hits is less than a certain threshold, the muon is categorized as a misfit muon. For
misfit muons, only PDFs for dt are used to calculate Lspall because the number of PMT hits is small and
other variables are unreliable. For single-through going, stopping, and multiple muons, PDFs for ll, Qµ,
and Qres used to calculate Lspall change depending on the values of dt (0–0.05 s, 0.05–0.5 s, 0.5–60 s) and
lt (0–300 cm, 300–1,000 cm, 1,000–5,000 cm). Figure 6.8 shows the PDFs of the muon spallation sample
and the random sample for single-through going muons (dt: 0–0.05 s, lt: 0–300 cm). These PDFs are
clearly different between muon spallation samples and random samples. Details about how to make PDFs
are summarized in Ref. [36].

Lspall is calculated for all muons in time region from −60 s to 60 s with the SHE-triggered event as
0 s. If just one value of Lspall exceeds the cut criterion, the SHE-triggered event is removed. Cut criteria
of Lspall depend on muon type and Evis. For single-through going and multiple muons, the cut criteria
change depending on dt and lt. Cut criteria of spallation likelihood cut for each muon type are summarized
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Figure 8.10: Illustration for variables related to spatial correlation

Estimated PDF f̂(x) is described as:

f̂(x) =
1

nh

nX

i=1

k

 
x�Xi

h

!
(8.4)

where the k(x) denotes Kernel function, n indcates the number of total entries, i
denotes the entry number, Xi represents the center value of the bin at i-th entry, and
h indicates the bin width of PDF histograms. A Gaussian function, characterized by
a mean of 0 and a variance of 1, utilized the Kernel function. The KDE methodology
is implemented, resulting in new PDFs for all variables. Figure 8.11 shows PDFs of
these variables for the single-through muon with dt < 0.05 s and `t < 300 cm for
`l, Qres, and Qµ, as an example. The clear contributions are seen as the difference
between spallation and random samples.

Lspall value for all muons are calculated for each SHE event. Lspall distributions
are organized into bins based on the energy of the SRN candidate (reconstructed
energy = 8–10, 10–12, 12–14, 14–16, 16–18, 18–20, 20–24 MeV) because the spallation
event rate from each isotope is highly correlated with its energy. Furthermore, as
the single-through and multiple muons are major types and it is required to review
more carefully, the cut criteria of Lspall are determined for each dt and `t binning;
dt binning is common for two muon types: 0–0.05, 0.05–0.5, 0.5–60 s, whereas `t
binning is divided for two types: 0–200, 200–300, 300–500, 500–1000, 1000–5000 cm
for single-through muon and 0–100, 100–200, 200–300, 300–500, 500–700, 700–1000,
1000–5000 cm for multiple muons, respectively. For the misfitted muon, only dt is
used to calculate Lspall, as the other variables are unreliable. Figure 8.12 presents the
likelihood distributions for different muon types, showcasing the dt = 0–0.05 s and
`t = 0–200 cm region for single-through muons, and dt = 0–0.05 s and `t = 0–100 cm
region for multiple muons are shown as examples.

8.2.5 Spallation Box Cut

The muon spallation sample is drastically decreased at the high-energy region be-
yond 16 MeV. Therefore, the accurate optimization of spallation likelihood criteria is
difficult. Thus, a series of strict cuts is applied primarily above 16 MeV.

Figure 6.6: Definition of lt and ll used in the spallation likelihood cut [36].

ID IDID

Single-through going Stopping Multiple

Figure 6.7: Schematic view of a single-through going muon, a stopping muon, and multiple muons.

in Table 6.3 to Table 6.6. Figure 6.9 shows the Lspall distributions when Evis is between 7.49 MeV and
9.49 MeV.
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Figure 8.11: Random (red) and spallation (blue) PDFs for dt (top,
left), `t (top, right), `l (middle, right), Qres (middle, right), and Qµ

(bottom). These muons belong to the single through-going muons with
the dt region of 0–0.05 s and the `t region of 0–300 cm.

Isotopes with relatively higher end-point energy, such as 12N, 14B, and 11Li,typically
have a very short lifetime as shown in Figure 7.1. Therefore, these events can be re-
moved with more simple and robust cuts. Thus, a series of rectangular cuts for events
mainly above 16 MeV and events with shorter `t and dt for each muon type. Table 8.3
summarizes the criteria for cuts.

dt lt

ll Qres

Qμ

Figure 6.8: PDFs of the muon spallation sample (blue line) and the random sample (red line) for single-through going
muons (dt: 0–0.05 s, lt: 0–300 cm) [36].
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Table 6.3: Cut criteria of spallation likelihood cut for single-through going muons. Lspall distributions are shown in
Figure 6.9.

Evis (MeV) 7.49–9.49 9.49–11.49 11.49–13.49 13.49–15.49
dt: 0–0.05 s Lspall > 15.5 Lspall > 18 Lspall > 17.5 Lspall > 17.5

dt: 0.05–0.5 s Lspall > 17 Lspall > 18 Lspall > 18.5 Lspall > 18

dt: 0.5–30 s Lspall > 18.5 Lspall > 16.5 Lspall > 20.5 Lspall > 23.5

lt: 0–200 cm Lspall > 2.25 Lspall > 4.5 Lspall > 8.5 Lspall > 12.5

lt: 200–300 cm Lspall > 4.25 Lspall > 6.5 Lspall > 11 Lspall > 17.5

lt: 300–500 cm Lspall > 5.25 Lspall > 7 Lspall > 13.5 Lspall > 18.5

lt: 500–1,000 cm Lspall > 10.75 Lspall > 10.5 Lspall > 15.5 Lspall > 19

lt: 1,000–5,000 cm Lspall > 10.25 Lspall > 12.5 Lspall > 16 Lspall > 20

Evis (MeV) 15.49–17.49 17.49–19.49 19.49–23.49
dt: 0–0.05 s Lspall > 19 Lspall > 19 Lspall > 20.5

dt: 0.05–0.5 s Lspall > 21 Lspall > 15.5 Lspall > 17

dt: 0.5–30 s Lspall > 23.5 Lspall > 23.5 Lspall > 21.5

lt: 0–200 cm Lspall > 12 Lspall > 15.75 Lspall > 18.75

lt: 200–300 cm Lspall > 12 Lspall > 13.25 Lspall > 17.75

lt: 300–500 cm Lspall > 13.5 Lspall > 11.25 Lspall > 15.75

lt: 500–1,000 cm Lspall > 12.5 Lspall > 14.75 Lspall > 14.25

lt: 1,000–5,000 cm Lspall > 16 Lspall > 11.75 Lspall > 16.75

Table 6.4: Cut criteria of spallation likelihood cut for stopping muons. Lspall distributions are shown in Figure 6.9.

Evis (MeV) 7.49–9.49 9.49–11.49 11.49–13.49 13.49–15.49
Lspall > 1.5 Lspall > 3.5 Lspall > 2.5 Lspall > 4

Evis (MeV) 15.49–17.49 17.49–19.49 19.49–23.49
Lspall > 4.5 Lspall > 3 Lspall > 2.5
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Table 6.5: Cut criteria of spallation likelihood cut for multiple muons. Lspall distributions are shown in Figure 6.9.

Evis (MeV) 7.49–9.49 9.49–11.49 11.49–13.49 13.49–15.49
dt: 0–0.05 s Lspall > 13 Lspall > 14 Lspall > 13 Lspall > 13

dt: 0.05–0.5 s Lspall > 17 Lspall > 17 Lspall > 18 Lspall > 20

dt: 0.5–30 s Lspall > 19 Lspall > 22 Lspall > 24 Lspall > 31

lt: 0–100 cm Lspall > 2.25 Lspall > 2.5 Lspall > 8 Lspall > 16

lt: 100–200 cm Lspall > 5.25 Lspall > 7 Lspall > 11 Lspall > 16.5

lt: 200–300 cm Lspall > 5.75 Lspall > 6.5 Lspall > 13 Lspall > 16.5

lt: 300–500 cm Lspall > 4.75 Lspall > 6.5 Lspall > 12.5 Lspall > 17

lt: 500–700 cm Lspall > 4.75 Lspall > 7 Lspall > 12 Lspall > 17

lt: 700–1,000 cm Lspall > 4.75 Lspall > 6.5 Lspall > 11.5 Lspall > 17

lt: 1,000–2,000 cm Lspall > 6.75 Lspall > 9.5 Lspall > 13.5 Lspall > 19

Evis (MeV) 15.49–17.49 17.49–19.49 19.49–23.49
dt: 0–0.05 s Lspall > 15 Lspall > 18 Lspall > 23

dt: 0.05–0.5 s Lspall > 20 Lspall > 23 Lspall > 19

dt: 0.5–30 s Lspall > 28 Lspall > 29 Lspall > 26

lt: 0–100 cm Lspall > 11 Lspall > 6.75 Lspall > 20.75

lt: 100–200 cm Lspall > 14.5 Lspall > 13.25 Lspall > 17.75

lt: 200–300 cm Lspall > 15.5 Lspall > 8.75 Lspall > 8.25

lt: 300–500 cm Lspall > 14 Lspall > 12.25 Lspall > 10.25

lt: 500–700 cm Lspall > 13 Lspall > 16.75 Lspall > 14.75

lt: 700–1,000 cm Lspall > 12 Lspall > 16.25 Lspall > 13.25

lt: 1,000–2,000 cm Lspall > 16.5 Lspall > 13.25 Lspall > 11.75

Table 6.6: Cut criteria of spallation likelihood cut for misfit muons. Lspall distributions are shown in Figure 6.9.

Evis (MeV) 7.49–9.49 9.49–11.49 11.49–13.49 13.49–15.49
Lspall > 3 Lspall > 3 Lspall > 2.5 Lspall > 2

Evis (MeV) 15.49–17.49 17.49–19.49 19.49–23.49
Lspall > 3 Lspall > 2 Lspall > 2
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Figure 8.12: Spallation likelihood distributions of pre (blue) and post
(red) samples, for misfit (top, left), stop (top, right), single through-
going with dt = 0–0.05 sec (middle, left), and `t = 0–200 cm (middle,
right), and multiple muons with dt = 0–0.05 sec (bottom left), and
`t = 0–100 cm (bottom, right). These findings correspond to the

reconstructed energy in the 8–10 MeV region.

8.2.6 Spallation Cut Efficiency Estimation

Survival probabilities after whole spallation cuts are estimated for the remaining back-
ground and signal events. In this study, four types of efficiencies that the events re-
maining rate after spallation cut are evaluated: spallation event ("spall), random event
("random), solar event ("solar), and 9Li event ("li9).

misfit stopping

single-through going
dt: 0-0.05 s

single-through going
lt: 0-200 cm

multiple
dt: 0-0.05 s

multiple
lt: 0-100 cm

Figure 6.9: Lspall distributions (Evis: 7.49–9.49 MeV) [36]. Blue lines show muons in pre-region (time region from
−60 s to 0 s with the SHE-triggered event as 0 s). Red lines show muons in post-region (time region from 0 s to 60 s
with the SHE-triggered event as 0 s).
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6.2.5 Spallation box cut

When Evis exceeds 15.49 MeV, it is difficult to accurately optimize the spallation likelihood cut criteria
because of the small statistics of muon spallation sample. Therefore, the cut criteria summarized in Table 6.7
are applied to SHE-triggered events primarily above 15.49 MeV. In Table 6.7, gµ is the muon reconstruction
goodness. Details of the muon event reconstruction are summarized in Ref. [36].

Table 6.7: Cut criteria of spallation box cut [36].

Evis Muon type Cut criteria
(MeV)

7.49–23.49 - dt < 0.1 s and lt < 400 cm

15.49–19.49 misfit dt < 1.5 s

15.49–17.49 single gµ ≥ 0.4 and dt < 7 s and lt < 150 cm

15.49–17.49 stopping gµ < 0.3 and dt < 6 s

15.49–19.49 stopping dt < 0.05 s

15.49–19.49 multiple dt < 0.05 s

6.2.6 Spallation cut efficiency

The expected number of events except for spallation events is scaled by using the spallation cut efficiency
for random events εrandom, which is equivalent to the signal efficiency after the spallation cut. Moreover,
the expected number of spallation events is scaled by using the spallation cut efficiency for 9Li events ε9Li.
Table 6.8 shows the spallation cut efficiency for random and 9Li events. Details about how to estimate these
efficiencies are summarized in Ref. [36].

Table 6.8: Spallation cut efficiency for random and 9Li events.

Evis εrandom ε9Li
(MeV)

7.49–9.49 51.8% 3.4%
9.49–11.49 78.2% 5.0%

11.49–13.49 86.0% 5.9%
13.49–15.49 93.1% 5.5%
15.49–17.49 73.4% 0.0%
17.49–19.49 81.8% 0.0%
19.49–23.49 86.1% 0.0%
23.49–29.49 96.1% 0.0%
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6.3 Third reduction

6.3.1 Effective wall distance cut

Remaining radioactive backgrounds around the detector wall are removed using the effective wall dis-
tance (deff ). The definition of deff is shown in Figure 6.10, and the following cut criteria are applied to
candidate events.

deff <


500 cm (7.49MeV < Evis < 15.49MeV)

500− 50× (Evis − 15.49) cm (15.49MeV < Evis < 19.49MeV)

300 cm (19.49MeV < Evis < 29.49MeV)

(6.4)

deff distributions are shown in Figure B.14, Figure B.15, and Figure B.16.

isotopes’ half-lives in their end point energies shown in
Fig. 3. Detailed descriptions of these rectangular cuts are
given in Appendix A. These cuts are particularly efficient
above 15.5 MeV where short-lived isotopes dominate. In
15.5–19.5 MeV, notably, they allow us to remove about
85% of the spallation background while keeping 88% of
the signal events. Finally, in order to further eliminate
spallation backgrounds, we use distributions of the differ-
ent observables considered here to define log-likelihood
ratios. First, we prepare two probability density functions
(PDFs): the spallation PDF (PDFispall) and the random PDF
(PDFirandom), for each variable i ¼ dt;lt;ll; Qμ; Qres. We
isolate contributions from spallation events by subtracting
the postsample distributions from the corresponding
presample distributions and obtain PDFispall after area
normalization of these subtracted distributions. For
PDFirandom we normalize postsample distributions by their
areas. We repeat this procedure for each category of muons.
For single through-going and multiple-track muons,
which generate most of the spallation background, we
tune the PDFs in dt and lt bins. These bins, adjusted by
considering the typical half-lives of the isotopes and the lt
distributions, account for the correlations between these
observables. For each set of PDFs, we then define log-
likelihood ratios as

Lspall ¼ log
!Y

i

PDFispall
PDFirandom

"
: ð3Þ

Separate likelihoods are defined for each muon category,
except for corner clippers, whose contributions to spalla-
tion backgrounds are negligible, as mentioned above. Note
that for misfit muons only dt is used to calculate log-
likelihood ratios, as the other observables are not reliable.
An example distribution of the log-likelihood ratio is given
as Fig. 33 in Appendix A. We finally determine cut
conditions for each likelihood ratio, accounting for com-
plex correlations between spallation observables and geo-
metrical and muon reconstruction effects.
The signal efficiencies and background rejection rates of

the resulting cuts are estimated using the random sample
introduced in this section, as well as spallation-dominated
data samples. These samples, as well as our methodology
to estimate the spallation cut performance, are described
in detail in Appendix A. Note that the estimates of the
spallation remaining rate presented there are used only
for cut optimization and not for the final background
predictions shown in Secs. VI and VII. The current cuts
achieve significant improvement over the previous cuts
used in Refs. [22,23], especially at low energies; for the
same spallation remaining rate, the signal efficiency is
increased by up to 60% for Erec < 11.5 MeV, 20%
for 11.5 < Erec < 13.5 MeV, and comparable for higher
energies.

C. DSNB positron candidate selection

In the region above∼20 MeV, spallation backgrounds can
be reduced to negligible levels using a series of spallation cuts
while keeping most of the signal. However, significant
backgrounds from atmospheric neutrino interactions and
radioactive decays remain. To identify them, we define the
followingdiscriminatingobservables, aimed at characterizing
the prompt event.

1. Incoming event cut

Radioactivity near the detector wall, as well as muon
spallation in the rock surrounding the detector, can lead to
electrons or γ rays entering the FV. Instead of tightening the
FV cut, we consider the effective distance of each event to
the ID wall deff [22,36]. This observable is computed by
following the reconstructed direction of each event back-
wards from its reconstructed vertex to the ID wall, and can
be interpreted as the minimal distance needed for a radio-
active particle produced near the wall to travel to the event
vertex, as shown in Fig. 9. The deff distributions for the
DSNB signal and for the events selected using the cuts
outlined in Sec. VA are shown in Fig. 10, for the
reconstructed energy ranges corresponding to the model-
independent analysis, 7.5–29.5 MeV, and the spectral
analysis, 15.5–79.5 MeV. Comparing the deff distributions
from the data and the Monte-Carlo simulation allows us to
estimate contributions from radioactivity near the wall, and
determine a suitable deff cut. In this study we impose lower
thresholds on deff ranging from 3 to 5 m depending on the
reconstructed energy:

deff > max
#
300; 500 −

Erec − 15.5 MeV
1 MeV

× 50

$
cm:

2. Pre- and postactivity cuts

Atmospheric neutrino interactions can produce both
prompt signals from photons, electrons, or energetic heavy
particles, and delayed signals from decay of muons and
pions to electrons. These signals will typically be separated
by a few microseconds and can therefore share the same

FIG. 9. Views of the ID, showing the effective distance of a
reconstructed event to the detector wall. The deff is the distance
that a particle emitted near the ID wall—e.g., by a radioactive
decay—needs to travel to give the observed signal.

K. ABE et al. PHYS. REV. D 104, 122002 (2021)

122002-12

Figure 6.10: Definition of deff [22].

6.3.2 Pre-activity cut and post-actvity cut

As shown in Figure 6.11, when a visible muon decays into an electron, or when de-excitation gamma-
rays and an invisible muon are generated, the event may have two hit peaks within the time window of [−5,
35] µs. These events are removed by using the information of hit peaks before or after the main hit peak. To
remove events with hit peaks before the main hit peak, the TOF-subtracted time window of [−5 µs, −12 ns]
from the main peak is scanned using a TOF-subtracted 15 ns time window to search the hit clusters. When
the maximal number of hits in a TOF-subtracted 15 ns time window is greater than 11, the event is removed.
Moreover, to remove events with hit peaks after the main hit peak, the number of decay electrons within
35 µs from the main hit peak (Ndecay-e) is searched using an algorithm used in previous SK analyses [10].
WhenNdecay-e is greater or equal to 1, the event is removed. Ndecay-e distributions are shown in Figure B.17,
Figure B.18, and Figure B.19.

6.3.3 Ring cleanliness cut

Cherenkov rings caused by electrons and gamma-rays become fuzzy due to the electromagnetic shower,
while Cherenkov rings caused by muons and pions become clear. Events with visible muons and pions are
removed by using the ring cleanliness (Lcle).

Here, the calculation method of Lcle is described. To calculate the Lcle, PMT hits of the main hit peak
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Figure 6.11: Schematic view of atmospheric neutrino events with two hit peaks.

in a TOF-subtracted 15 ns time window are used. Given a reconstructed vertex, a combination of three hits
uniquely determines a cone and the opening angle θ. In Figure 6.12,

sin θ = R

θ = sin−1R, (6.5)

and from the law of sines,

a

sinA
= 2R

R =
a

2 sinA

=
a

2
√
1− cos2A

=
a

2
√
1− 2b2c2−2a2b2−2c2a2+a4+b4+c4

4b2c2

(
∵ cosA =

b2 + c2 − a2

2bc

)

=
abc√

4b2c2 − (2b2c2 − 2a2b2 − 2c2a2 + a4 + b4 + c4)

=
abc√

2(a2b2 + b2c2 + c2a2)− (a4 + b4 + c4)
. (6.6)

Therefore, from Equation (6.5) and Equation (6.6), θ is

θ = sin−1

{
abc√

2(a2b2 + b2c2 + c2a2)− (a4 + b4 + c4)

}
. (6.7)

Then, θ for all combinations are filled in a histogram to determine the bin with most entries (binmost). One
example of the histogram of θ for all three hits combinations and the hit map is shown in Figure 6.13. Finally,
Lcle is calculated as

Lcle =
N5 bins

N19 bins
, (6.8)

where N5 bins (N19 bins) shows the number of entries in five (nineteen) adjacent bins centered on binmost. In
Figure 6.13, filled region (dotted line region) shows the five (nineteen) adjacent bins centered on binmost.

Events with visible muons and pions tend to have the large Lcle. In this study, events that Lcle is greater
than 0.36 are removed. Lcle distributions are shown in Figure B.20, Figure B.21, and Figure B.22.
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Figure 6.12: Definition of θ.
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Figure 6.13: Histogram of θ for all three hits combinations (left) and the hit map (right). In the histogram, filled
region (dotted line region) shows the five (nineteen) adjacent bins centered on the bin with most entries (binmost).
In the right figure, top circle, center rectangle, and bottom circle show the SK top, barrel, and bottom, respectively.
θC is the reconstructed Cherenkov angle of the prompt signal (described in Section 6.4), Ndelayed is the number
of delayed signals per event (described in Section 6.4), X, Y, and Z are the reconstructed vertices, and N15 is the
number of hits in a TOF-subtracted 15 ns time window. In this case, the total number of entries in the histogram is
N15

C3 = 96C3 = 142,880. Note that this histogram is normalized.
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6.3.4 Charge over hit cut

As described in Section 6.3.3, Cherenkov rings caused by muons and pions become clear, and more
charge is deposited on a single PMT compared to electrons. Events with visible muons and pions are further
removed by using the ratio of charge to the number of hits in a TOF-subtracted 50 ns time window centered
on the main hit peak (Q50/N50). Events with visible muons and pions tend to have the largeQ50/N50. In this
study, events that Q50/N50 is greater than 2 are removed. Q50/N50 distributions are shown in Figure B.23,
Figure B.24, and Figure B.25.

6.4 Cherenkov angle cut and neutron tagging

Finally, we select NCQE events using the reconstructed Cherenkov angle of the prompt signal (θC) and
the number of delayed signals per event (Ndelayed).

6.4.1 Reconstructed Cherenkov angle of the prompt signal

θC is calculated using the histogram of θ for all three hits combinations described in Section 6.3.3. In
the histogram, the seven adjacent bins with most entries are determined, and the upper border of the center
bin is taken as θC (see Figure 6.14).
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Figure 6.14: Histogram of θ for all three hits combinations. This histogram is the same as the histogram shown
in Figure 6.13. Filled region shows the seven adjacent bins with most entries, and in this case θC is taken to be
41.4 degrees.

6.4.2 Number of delayed signals per event

Here, the neutron tagging method is explained. Figure 6.15 shows the schematic view of neutron candi-
date search. First, neutron candidates are searched by 25 PMT hits/200 ns trigger in the region of [4, 535] µs
from the prompt signal. Then all neutron candidates are reconstructed, and delayed signals from neutron
capture on Gd are selected based on the following selection criteria.

• N200 ≥ 25
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• Distance from the ID wall is larger than 2 m

• Timing is after 4 µs from the prompt signal

• gvtx > 0.4 and gdir < 0.4

• Evis > 2.99MeV

• Distance from the prompt vertex is smaller than 3 m

Ndelayed is the number of delayed signals that satisfy the above selection criteria.

535 µs4 µs

25 PMT hits/200 ns

Oν/ν#
ν/ν#

Prompt signal
(SHE-triggered) Delayed signal (neutron capture)

Background

・・・ ・・・

Gd
n

−5 µs Search neutron candidates

Figure 6.15: Schematic view of neutron candidate search.

6.4.3 Difference between this study and the DSNB search in SK-VI

The difference between this study and the DSNB search in SK-VI [40] is the cut criteria of θC and
Ndelayed. In IBD events, only one relativistic positron and one neutron are emitted (see Figure 1.6). There-
fore, θC and Ndelayed tend to be about 42 degrees and one, respectively. While, in an NCQE event, multiple
gamma-rays and multiple neutrons are easily emitted (see Figure 1.8). When multiple gamma-rays are emit-
ted, θC tends to be larger because of the uniform distribution of the hit PMTs. Therefore, in this study, we
select the events that θC is greater than 50 degrees and Ndelayed is greater or equal to one. The cut crite-
ria of θC and Ndelayed are the same as the study in SK pure water phase [50]. θC distributions are shown
in Figure B.26, Figure B.27, and Figure B.28. Moreover, Ndelayed distributions are shown in Figure B.32,
Figure B.33, and Figure B.34.

6.5 Observed and expected number of events

After applying all event selections to 552.2 days of SK-VI data, 38 events remain. Figure 6.16 shows the
vertex distribution of prompt signals and delayed signals for the data. From this figure, we confirmed that
these events are uniformly distributed.

The expected number of events in each secondary interaction model estimated by the simulation are
summarized in Table 6.9. After applying all event selections, NCQE and NC non-QE events account for
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about 60% and about 30% of total events, respectively. Note that the number of DSNB events predicted
by the Horiuchi + 09 model [28], which is not used in this study, is 0.0854. Moreover, the number of
atmospheric neutrino events is larger in BERT than other two models. The difference of the number of
atmospheric neutrino events comes from the number of de-excitation gamma-rays and neutrons by secondary
interactions (see Section 7).

Figure 6.17, Figure 6.18, and Figure 6.19 show the distributions of θC, Evis, and Ndelayed in BERT,
respectively. From these figures, we can see that the tendency of distribution is similar between NCQE and
NC non-QE events.

The NCQE cumulative signal efficiencies as a function of Evis are shown in Figure 6.20. Moreover,
the NCQE cumulative signal efficiencies at each event reduction are summarized in Table 6.10. Signal
efficiencies of θC cut and Ndelayed cut increase as Evis increases. This means that Evis is correlated to the
number of de-excitation gamma-rays and neutrons by secondary interactions. Other distributions related to
this section are summarized in Appendix B.2.
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Figure 6.16: Vertex distribution of prompt signals and delayed signals for the data.
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Table 6.9: The expected number of events in each secondary interaction model. The fractions are summarized in paren-
theses. The expected number of spallation, reactor neutrino, and accidental coincidence events, which are calculated
by the same method as Ref. [40], are common to each model.

BERT BIC INCL++
Total 45.8991 33.6573 33.9739
NCQE 28.7071 (62.5%) 19.8420 (59.0%) 20.2027 (59.5%)
NC non-QE 13.2721 (28.9%) 10.1887 (30.3%) 10.0517 (29.6%)
CC 1.4177 (3.1%) 1.1244 (3.3%) 1.2173 (3.6%)
Spallation 0.8879 (1.9%) 0.8879 (2.6%) 0.8879 (2.6%)
Reactor neutrino 0.0619 (0.1%) 0.0619 (0.2%) 0.0619 (0.2%)
Accidental coincidence 1.5524 (3.4%) 1.5524 (4.6%) 1.5524 (4.6%)
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Figure 6.17: θC distribution in BERT. Non-NC includes CC, spallation, and reactor neutrino events. In this distribution,
Evis is between 7.49 MeV and 29.49 MeV and Ndelayed is greater or equal to one.
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Figure 6.18: Evis distribution in BERT. Non-NC includes CC, spallation, and reactor neutrino events. In this distribu-
tion, θC is greater than 50 degrees and Ndelayed is greater or equal to one.
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Figure 6.19: Ndelayed distribution in BERT. Non-NC includes CC, spallation, and reactor neutrino events. In this
distribution, θC is greater than 50 degrees and Evis is between 7.49 MeV and 29.49 MeV.
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Figure 6.20: NCQE cumulative signal efficiencies as a function of Evis. Event reductions are performed in the order
shown in the legend, and before the reduction for spallation events is taken as 100%.
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Table 6.10: NCQE cumulative signal efficiencies at each event reduction.

Evis (MeV) 7.49–9.49 9.49–11.49 11.49–13.49 13.49–15.49
Spallation cut 51.8% 78.2% 86.0% 93.1%
deff cut 91.6% 92.2% 92.7% 92.4%
Pre-activity cut 99.5% 99.4% 99.2% 98.6%
Post-activity cut 68.8% 68.8% 68.9% 68.7%
Lcle cut 87.2% 83.0% 80.4% 77.8%
Q50/N50 cut 99.8% 99.8% 99.6% 99.5%
θC cut 63.8% 76.9% 83.0% 88.5%
Ndelayed cut 42.5% 46.8% 50.5% 52.6%
All cuts 7.7% 14.7% 18.3% 21.0%

Evis (MeV) 15.49–17.49 17.49–19.49 19.49–21.49 21.49–23.49
Spallation cut 73.4% 81.8% 86.1% 86.1%
deff cut 93.6% 96.7% 98.6% 99.2%
Pre-activity cut 98.0% 97.2% 96.7% 95.6%
Post-activity cut 68.3% 69.3% 69.9% 68.7%
Lcle cut 74.3% 74.4% 70.6% 70.3%
Q50/N50 cut 99.1% 98.9% 98.2% 97.9%
θC cut 91.6% 93.5% 96.8% 96.6%
Ndelayed cut 57.4% 58.9% 63.4% 67.1%
All cuts 17.8% 21.6% 24.4% 25.0%

Evis (MeV) 23.49–25.49 25.49–27.49 27.49–29.49 7.49–29.49
Spallation cut 96.1% 96.1% 96.1% 72.6%
deff cut 98.6% 98.7% 98.6% 93.3%
Pre-activity cut 94.8% 95.1% 91.9% 98.6%
Post-activity cut 68.1% 71.5% 68.6% 68.9%
Lcle cut 68.7% 64.3% 67.9% 80.2%
Q50/N50 cut 97.0% 93.9% 93.0% 99.3%
θC cut 95.9% 95.9% 93.9% 79.3%
Ndelayed cut 69.0% 70.9% 79.1% 51.3%
All cuts 27.0% 26.4% 28.0% 14.9%
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7 Comparison of secondary interaction models

In Ref. [48,49], it was found that agreements of the secondary interaction model based on BERT remain
poor and result in significant systematic uncertainty as described in Section 1.6. Therefore, I compare the
observed data with the other secondary interaction models using the newly developed Geant4-based SK
detector simulation. Here, we use three secondary interaction models: BERT, BIC, and INCL++. Before
showing the results of comparing the observed data with these models, features of each model are described
in Section 7.1.

7.1 Features of secondary interaction models

Here, we confirmed some MC true information such as the number of neutrons, the number of gamma-
rays, and energy of gamma-rays, using 500 years of atmospheric neutrino NCQE events in the SK fiducial
volume. Figure 7.1 shows the number of generated neutrons per process after primary interactions (see Fig-
ure 1.8). In this figure, others include inelastic scattering reactions by the long-lived neutral kaon (K0

L), 2H,
3H, and 3He and electron-nuclear interactions. From this figure, we can confirm that most of neutrons are
generated by neutron inelastic scattering reactions. The number of neutrons generated by each process is
summarized in top of Table B.4. From this table, we can confirm that the number of neutrons generated by
neutron inelastic scattering reactions is largely different among secondary interaction models. The number
of neutrons is largest in BERT while smallest in INCL++.

Figure B.42, Figure B.43, and Figure B.44 shows the number of neutrons generated after primary inter-
actions, the total number of neutrons (sum of neutrons generated by primary interactions (hereafter referred
to as “primary neutrons”) and neutrons generated after primary interactions), and the number of neutron
captures, respectively. From these figures, we can confirm that more neutrons are generated and captured in
BERT than other two models. The total number of neutrons and neutron captures are summarized in center
of Table B.4. In this table, the number of primary neutrons is common among secondary interaction models
(see Figure B.4). Moreover, the number of neutron captures is smaller than the total number of neutrons. The
reason is that two stable nuclei are generated by neutron inelastic scattering reaction with oxygen nucleus.
For example, the following reaction is occurred,

n + 16O → 4He + 13C. (7.1)

Since 4He (α) and 13C are stable, the total number of neutrons decreases when this reaction occurs.
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Figure 7.1: The number of generated neutrons per process after primary interactions. Top, center, and bottom figure
shows the case of BERT, BIC, and INCL++, respectively. Horizontal axis shows processes that generated neutrons
(neutron inelastic scattering, proton inelastic scattering, π+ inelastic scattering, π− inelastic scattering, µ− capture,
π− capture, gamma-nuclear interaction, and others).
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Figure 7.2: The number of neutrons generated after primary interactions. Black, red, and blue line shows the case of
BERT, BIC, and INCL++, respectively.
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Figure 7.3: The total number of neutrons. Black, red, and blue line shows the case of BERT, BIC, and INCL++,
respectively.
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Figure 7.4: The number of neutron captures. Black, red, and blue line shows the case of BERT, BIC, and INCL++,
respectively.
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Next, we will focus on gamma-rays generated by neutron inelastic scattering reactions. Figure B.45
shows the number of neutron inelastic scattering reactions. The number of neutron inelastic scattering reac-
tions is larger in BERT than other two models but not so different, and this trend is similar to that of Fig-
ure B.42, Figure B.43, and Figure B.44. However, the number of generated gamma-rays per neutron inelastic
scattering reaction is largely different among secondary interaction models. In Figure B.46, the number of
generated gamma-rays per neutron inelastic scattering reaction is similar between BIC and INCL++. While,
in BERT, it is apparently larger than other two models. As a result, the number of gamma-rays generated
by neutron inelastic scattering reactions is largely different between BERT and other two models, as shown
in Figure B.47. Moreover, in BERT, events that the number of gamma-rays generated by neutron inelastic
scattering reactions is one is small. Energy of gamma-rays generated by neutron inelastic scattering reac-
tions is also largely different. In Figure B.48, BERT has many continuous components in addition to peak
structures of de-excitation gamma-rays, compared to other two models. Furthermore, in Figure B.49, total
energy of gamma-rays generated by neutron inelastic scattering reactions, which is related to Evis, is larger
in BERT than other two models. Information about the number of gamma-rays is summarized in bottom of
Table B.4. In this table, the number of primary gamma-rays is common among secondary interaction models
(see Figure B.2). Moreover, the number of gamma-rays generated by neutron inelastic scattering reactions
in BERT is more than twice as much as that in BIC and INCL++.
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Figure 7.5: The number of neutron inelastic scattering reactions. Black, red, and blue line shows the case of BERT,
BIC, and INCL++, respectively.

 / n inel. scat.γ# of generated 
0 2 4 6 8 10

# 
of

 n
 in

el
. s

ca
t.

0

20

40

60

80

100

120

140

160

180

200

310×
 / n inel. scat. (NCQE)γ# of generated 

 BERT  

 BIC   

 INCL++

 / n inel. scat. (NCQE)γ# of generated 
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Figure 7.7: The number of gamma-rays generated by neutron inelastic scattering reactions. Black, red, and blue line
shows the case of BERT, BIC, and INCL++, respectively.
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Figure 7.8: Energy of gamma-rays generated by neutron inelastic scattering reactions. Black, red, and blue line shows
the case of BERT, BIC, and INCL++, respectively.
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shows the case of BERT, BIC, and INCL++, respectively.
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7.2 Differences of secondary interaction models

Secondary interactions can be described by the intranuclear-cascade model embedding the pre-compound
(pre-equilibrium) model and evaporation (equilibrium) model. Here, main differences of each model are de-
scribed. Details of each secondary interaction model are summarized in references cited below.

7.2.1 Intranuclear-cascade model

Model category
Intranuclear-cascade models can be categorized into two types. One is a space-dependent intranuclear-

cascade model, another is a time-dependent intranuclear-cascade model. BERT belongs to the space-dependent
intranuclear-cascade model, while BIC and INCL++ belong to the time-dependent intranuclear-cascade
model.

In space-dependent intranuclear-cascade models, a collision point between a projectile and a target nu-
cleon is determined by using the total particle-particle cross sections and region-dependent nucleon densi-
ties [113]. According to Ref. [114], the collision point x is given by

x = −λlnξ

= − 1

ρσNN
lnξ

= − A

ρ{ZσNp + (A− Z)σNn}
lnξ, (7.2)

where λ is the mean free path, ξ is the uniform random number between 0 and 1, ρ is the nucleon density,
σNN is the nucleon-nucleon collision cross section, A is the mass number (the number of nucleons), Z is
the atomic number (the number of protons), σNp is the collision cross section between the incoming particle
and target proton, and σNn is the collision cross section between the incoming particle and target neutron.

In time-dependent intranuclear-cascade models, a distance of closest approach di to each target nucleon
i is calculated using a straight line trajectory to determine a collision point [113]. According to Ref. [113],
collisions will occur when di satisfies the following inequality,

di <

√
σi
π
, (7.3)

where σi is the total cross section.

Nuclear model
Here, an oxygen nucleus (A (mass number) = 16) is taken as an example. In BERT, a nuclear model

with three concentric spheres i = {1, 2, 3} is used. According to Ref. [113], the sphere radius is defined as

ri(αi) = C2 log

(
1 + e

−C1
C2

αi
− 1

)
+ C1 (A > 11), (7.4)

where C1 = 3.3836A1/3, C2 = 1.7234, and αi = {0.01, 0.3, 0.7}. Figure 7.10 shows the nucleon-density
distributions of 65Cu [115]. The proton density in each region is set equal to the average value of the charge
distribution in the region, and the neutron-to-proton density ratio in each region is equal to the neutron-to-
proton ratio in the nucleus.
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con6guration used here, the fractions were 0.9, 0.2, and
0.01. The boundaries applied to both neutrons and
protons. The proton density in each region was set
equal to the average value of the charge distribution in
that region. The neutron-to-proton density ratio in
each region vtas the same and vras equal to the ratio
of neutrons to protons in the nucleus. Neutron or
proton deficiencies at the nuclear surface over and
above this ratio are not clearly established, but they
appear to be small' and would be completely masked in
the present calculation. A uniform or constant density
distribution was obtained by setting the tvro inner radii
equal to the outer radius. An example of these configura-
tions is given in Fig. 1. When nonstandard configura-
tions are used they will be noted.
In each region the neutrons and protons vrere assumed

to have a zero-temperature Fermi-energy distribution
vrhere the zero-temperature Fermi energies vr ere
determined by the nucleon densities. The composite
momentum distribution for the entire nucleus is not a
zero-temperature Fermi distribution, but is a distri-
bution vrhich can be roughly approximated by a
Gaussian with a kT value of 15MeV. This is in the range
of values for the Gaussian distributions which are

NUCLEAR RADIUS (cm)

FIG. 1. A comparison of various nucleon-density distributions
for nucleons inside the nucleus. Solid line, standard three-region
configuration; long-dash —short-dash line, uniform distribution;
dashed line, Hofstadter's curve (see Ref. 5).
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temperature Fermi-energy distribution was used to
represent the energy distribution of the nucleons inside
the nucleus; and the potential for pions within the
nucleus vras assumed to be zero. The results of their
work indicated that the model could be applied reason-
ably v'ell to most problems; however, there vrere
discrepancies between calculations and experiments
which were usually attributed to the deficiencies in
the nuclear model. The purpose of the present work
is to investigate the existing discrepancies by using an
improved model and to attempt to determine the areas
of agreement and disagreement with experiment by a
more extensive comparison with available data. The
same general approach as described above is used.
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The density distribution of the protons inside the
nucleus was made to approximate the nonzero Fermi-
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Figure 7.10: Nucleon-density distributions of 65Cu [115]. Solid line, long-dash–short-dash line, and dashed line shows
the standard three-region configulation, the uniform distribution, and Hofstadter’s curve [116], respectively.

In BIC [113], the nucleon radii ri (i = {1, 2, ..., A}) are selected randomly according to the nucleon
density ρ(ri), and the nucleon density is given by

ρ(ri) = (πR2)−3/2 exp(−r2i /R2) (A < 17), (7.5)

where R2 = 0.8133A2/3 fm2.
In INCL++ [117], the nucleon density is given by

ρ(r) =


ρ0

1+ exp
(

r−R0
a

) (for r < Rmax)

0 (for r > Rmax)
, (7.6)

where R0 = (2.745× 10−4A+ 1.063)A1/3 fm, a = 0.510 + 1.63× 10−4A fm, and Rmax = R0 + 8a. The
quantity ρ0 is like that the distribution is normalized to A.

Stopping time
In BERT and BIC [113], the cascade ends when all particles which can escape the nucleus, have done

so.
While, in INCL++ [113], the cascade stopping time tstop is defined as

tstop = t0

(
A

208

)0.16

, (7.7)

where t0 = 70 fm/c. The cascade also ends if no participants are left in the nucleus. Figure 7.11 shows
the time variation of four physical quantities obtained by collisions of 1-GeV protons with Pb nuclei in
INCL++ [117]. In this figure, arrows show the stopping time, and the stopping time is about 70 fm/c

because the target nucleus is Pb (A ∼ 208).
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D. Stopping time

As explained in Ref. !14", the stopping time tstop , i.e., the
time at which the cascade is stopped to give way to evapo-
ration, is an important feature of our INC model. It turns out
that the time evolution of the average #over runs$ value of
many physical quantities show, when the cascade is run for a
long time, a phase of rapid variations, followed by a phase of
much slower variations. In addition, the time of separation
between the two phases is roughly the same for most of these
physical quantities. These results enable us to define the
stopping time more or less precisely as the common separa-
tion time of the phases of variation of the physical quantities.
Figure 2 shows, for some typical case and a given impact
parameter, the analysis of a few physical quantities: the ex-
citation energy E*, defined in Eq. #21$, its time derivative,
the mean kinetic energy of the ejected particles #i.e., the ratio
Te j /Aej), and a quantity measuring the anisotropy of the
momentum content of the participant baryons inside the tar-
get volume, namely,
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In the early moments of the collision, %zz is different from
zero because of the motion of the incident particle. It then
decreases and tends to zero signalling that the system reaches
a high degree of randomization. The quantity E* is large at
the beginning of the collision, once the incident particle has
penetrated the target. It then stays roughly constant for a
while, then decreases with a high rate !35", corresponding

FIG. 2. Time variation of the average value of
a few physical quantities, within our INC model.
The panels refer, in a clockwise order, starting
from the upper left, to the excitation energy, the
average kinetic energy of the ejectiles, the asym-
metry of the participant momentum distribution,
and the time derivative of the excitation energy,
respectively. The results correspond to collisions
of 1-GeV protons with Pb nuclei with an impact
parameter of 4 fm. The arrows indicate the cho-
sen stopping time.
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Figure 7.11: Time variation of four physical quantities obtained by collisions of 1-GeV protons with Pb nuclei in
INCL++ [117]. Left, center left, center right, and right figure shows the time variation of excitation energy, aver-
age kinetic energy of ejectiles, time derivative of the excitation energy, and momentum asymmetry of participants,
respectively. The arrows show the stopping time.

7.2.2 Pre-compound model and evaporation model

BERT embeds its own pre-compound and evaporation models, while BIC and INCL++ embed Geant4
native pre-compound and evaporation models [118]. However, as a option, BERT can switch to the Geant4
native pre-compound and evaporation models. Therefore, we confirmed some distributions shown in Sec-
tion 7.1 using BERT embedding the Geant4 native pre-compound and evaporation models. Figure 7.12
shows the number of generated gamma-rays per neutron inelastic scattering reaction. From this figure, we
can confirm that the shape of the distribution in BERT with the Geant4 pre-compound model is much closer
to that in BIC and INCL++ compared to Figure B.46. The number of gamma-rays generated by neutron
inelastic scattering reactions is also close between BERT with the Geant4 pre-compound model and BIC and
INCL++, as shown in Figure 7.13. Furthermore, as shown in Figure 7.14 and Figure 7.15, energy and total
energy of gamma-rays generated by neutron inelastic scattering reactions are also close among these models.
The numbers of neutrons, neutron captures, and gamma-rays are summarized in Table B.4.

The main difference between models embedded in BERT and Geant4 native models seems to be the con-
dition under which the evaporation process ends. According to Ref. [113], in evaporation model embedded
in BERT, the main chain of evaporation is followed until an excitation energy falls belowEcutoff = 0.1MeV,
and a gamma-ray emission chain continues until the excitation energy is less than Eγ

cutoff = 10−15MeV. By
this specification, the numbers of neutrons and gamma-rays are considered to be larger in BERT that embeds
its own pre-compound and evaporation models.
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Figure 7.12: The number of generated gamma-rays per neutron inelastic scattering reaction. Black, green, red, and
blue line shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and INCL++, respectively.
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Figure 7.13: The number of gamma-rays generated by neutron inelastic scattering reactions. Black, green, red, and
blue line shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and INCL++, respectively.
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Figure 7.14: Energy of gamma-rays generated by neutron inelastic scattering reactions. Black, green, red, and blue
line shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and INCL++, respectively.
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Figure 7.15: Total energy of gamma-rays generated by neutron inelastic scattering reactions. Black, green, red, and
blue line shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and INCL++, respectively.
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Table 7.1: The number of neutrons generated by each process (top), the total number of neutrons and neutron captures
(center), and the number of gamma-rays (bottom). The numbers of primary neutrons and primary gamma-rays are
common among secondary interaction models.

NCQE (383,284 events) BERT BERT BIC INCL++
(pre-compound)

neutron inelastic scattering 178,029 131,337 124,582 107,027
proton inelastic scattering 36,295 29,613 39,112 34,040
π+ inelastic scattering 349 322 297 285
π− inelastic scattering 638 592 785 722
µ− capture 10 9 15 12
π− capture 4,221 4,155 4,548 4,693
gamma-nuclear interaction 64 42 61 61
others 196 169 45 2,164
The number of generated neutrons 219,802 166,239 169,445 149,004
The number of generated neutrons per event 0.5735 0.4337 0.4421 0.3888

NCQE (383,284 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary neutrons 310,835 310,835 310,835 310,835
The number of generated neutrons 219,802 166,239 169,445 149,004
The total number of neutrons 530,637 477,074 480,280 459,839
The number of neutron captures 495,346 425,718 411,087 405,483
The number of primary neutrons per event 0.8110 0.8110 0.8110 0.8110
The number of generated neutrons per event 0.5735 0.4337 0.4421 0.3888
The total number of neutrons per event 1.3844 1.2447 1.2531 1.1997
The number of neutron captures per event 1.2924 1.1107 1.0725 1.0579

NCQE (383,284 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary gamma-rays 168,060 168,060 168,060 168,060
The number of n inel. scat. 458,254 448,775 409,019 396,804
The number of gamma-rays per n inel. scat. 2.1599 0.8727 0.8677 0.8902
The number of gamma-rays by n inel. scat. 989,782 391,633 354,886 353,237
The number of primary gamma-rays per event 0.4385 0.4385 0.4385 0.4385
The number of n inel. scat. per event 1.1956 1.1709 1.0671 1.0353
The number of gamma-rays by n inel. scat. per event 2.5824 1.0218 0.9259 0.9216
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7.3 Comparison with the observed data

Figure 7.16, Figure 7.17, and Figure 7.18 show the distributions of θC, Evis, and Ndelayed in each sec-
ondary interaction model, respectively. The distributions of θC, Evis, and Ndelayed strongly depend on the
number of de-excitation gamma-rays and neutrons. For example, the direction of Cherenkov photons be-
comes more isotropic as the number of de-excitation gamma-rays is increased. Moreover, the total energy of
de-excitation gamma-rays is correlated to the number of de-excitation gamma-rays. Therefore, θC and Evis

become larger as the number of de-excitation gamma-rays gets larger. Furthermore, Ndelayed is correlated to
the total number of neutrons.

In Figure 7.17 (Evis distribution) and Figure 7.18 (Ndelayed distribution), the number of events becomes
larger in BERT than other two models. Furthermore, in Figure 7.16 (θC distribution), the differences be-
tween BERT and other two models are large in high-angle regions. These differences come from the number
of de-excitation gamma-rays and neutrons by secondary interactions, which is described in Section 7.1. The
number of de-excitation gamma-rays and neutrons is similar between BIC and INCL++. While, in BERT,
the number of de-excitation gamma-rays and neutrons is larger than in the other two models.

We calculated the chi-square χ2 for θC,Evis, andNdelayed distributions by using the Poisson-likelihood [119].
Here, χ2 is defined as

χ2 = 2

bin∑
i=1

(
N exp,i −Nobs,i +Nobs,i ln

Nobs,i

N exp,i

)
, (7.8)

where bin is the number of bins, Nobs,i is the observed number of events of i-th bin and N exp,i is the
expected number of events of i-th bin. The derivation of Equation (7.8) is summarized in Appendix A. The
values of the chi-square for θC, Evis, and Ndelayed distributions are summarized in Table 7.2. Due to the
small statistics, the chi-square cannot give conclusive results; however, the values are smaller for BIC and
INCL++ than for BERT in all distributions.

Table 7.2: Values of the chi-square for θC, Evis, and Ndelayed distributions.

Model χ2/ndf (θC) χ2/ndf (Evis) χ2/ndf (Ndelayed)
BERT 23.0 / 15 9.8 / 11 5.8 / 5
BIC 19.6 / 15 6.9 / 11 3.1 / 5

INCL++ 19.8 / 15 6.8 / 11 2.8 / 5

As described in Section 1.6, an accelerator neutrino-oxygen NCQE cross section measurement was con-
ducted as part of the T2K experiment [48]. The observed and expected number of events in θC ∈ [78,
90] degrees and Evis ∈ [7.49, 29.49] MeV obtained in the T2K data analysis are shown in Table 7.3. As
shown in Figure 7.16, the difference between models is especially large in θC ∈ [78, 90] degrees. Therefore,
using the same criteria of θC and Evis, we have also performed an analysis of secondary interaction model
comparison using atmospheric neutrinos. The results are also summarized in Table 7.3. With these selection
criteria, the expected number of events in BERT is larger than the observed number of events. The similar
discrepancy was observed in T2K because the secondary interaction model is based on BERT [48, 120]. In
both cases, the differences of the expected and observed number of events in BERT are larger than that in
BIC and INCL++, which shows similar trend as above.
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Table 7.3: The observed and expected number of events in θC ∈ [78, 90] degrees and Evis ∈ [7.49, 29.49] MeV in this
study and T2K [48]. In T2K, Ndelayed (greater or equal to one) cut is not applied.

Model Expected Observed
BERT 26.8

This study BIC 18.4 14
INCL++ 18.9

T2K BERT 100.8 61
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Figure 7.16: θC distribution. Dotted, dashed, and solid line show the total expected events in BERT, BIC, and INCL++,
respectively. In BERT, the total expected events in this distribution are the same as that in Figure 6.17. In this distribu-
tion, Evis is between 7.49 MeV and 29.49 MeV and Ndelayed is greater or equal to one.
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Figure 7.17: Evis distribution. Dotted, dashed, and solid line show the total expected events in BERT, BIC, and
INCL++, respectively. In BERT, the total expected events in this distribution are the same as that in Figure 6.18. In
this distribution, θC is greater than 50 degrees and Ndelayed is greater or equal to one.

0 2 4 6 8 10

delayedN

0

5

10

15

20

25

30

35

E
ve

nt
s

 Data  

 BERT  

 BIC   

 INCL++

Figure 7.18: Ndelayed distribution. Dotted, dashed, and solid line show the total expected events in BERT, BIC, and
INCL++, respectively. In BERT, the total expected events in this distribution are the same as that in Figure 6.19. In
this distribution, θC is greater than 50 degrees and Evis is between 7.49 MeV and 29.49 MeV.
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8 Measurement of NCQE cross section in SK-Gd

8.1 Measured NCQE cross section

The atmospheric neutrino flux-averaged theoretical neutrino-oxygen NCQE cross section is

⟨σtheoryNCQE⟩ =

∫ 10GeV
160MeV

∑
i=ν,ν̄ ϕi(E)× σi(E)theoryNCQEdE∫ 10GeV

160MeV

∑
i=ν,ν̄ ϕi(E)dE

= 1.02× 10−38 cm2/oxygen, (8.1)

where ϕi(E) is the atmospheric neutrino flux [68] at neutrino energy E and σi(E)theoryNCQE is the theoretical
NCQE cross section [51]. The integral is performed between 160 MeV and 10 GeV because the NCQE cross
section is small below 160 MeV and the atmospheric neutrino flux is small above 10 GeV (see Figure 3.2
and Figure 3.7). The systematic uncertainty by the energy cutoff is described in Section 8.2. The measured
neutrino-oxygen NCQE cross section is

⟨σmeasured
NCQE ⟩ =

Nobs −N exp
Non-NCQE

N exp
NCQE

× ⟨σtheoryNCQE⟩

= 0.74± 0.22(stat.)× 10−38 cm2/oxygen, (8.2)

whereNobs (= 38) is the observed number of events, N exp
NCQE (= 28.7071) is the expected number of NCQE

events, and N exp
Non-NCQE (= 17.1920) is the expected number of non-NCQE events, including NC non-QE,

CC, spallation, reactor neutrino, and accidental coincidence. Here, the calculation of statistical uncertainty
in Equation (8.2) is described. The fraction in Equation (8.2) is redefined as

fNCQE =
Nobs −N exp

Non-NCQE

N exp
NCQE

. (8.3)

The statistical uncertainty of numerator δNnumerator is

δNnumerator =
√

(δNobs)2 + (δN exp
Non-NCQE)

2

= δNobs

=
√
Nobs. (8.4)

While the statistical uncertainty of denominator δNdenominator is

δNdenominator = δN exp
NCQE

= 0. (8.5)

Therefore, the statistical uncertainty of fNCQE is

δfNCQE = |fNCQE| ×

√(
δNnumerator

Nnumerator

)2

+

(
δNdenominator

Ndenominator

)2

= |fNCQE| ×
√
Nobs

Nobs −N exp
Non-NCQE

=

√
Nobs

N exp
NCQE

, (8.6)
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and the statistical uncertainty of ⟨σmeasured
NCQE ⟩ is

δ⟨σmeasured
NCQE ⟩ = δfNCQE × ⟨σtheoryNCQE⟩

= 0.22× 10−38 cm2/oxygen. (8.7)

8.2 Systematic uncertainties of the expected events

Systematic uncertainties of the expected NCQE, NC non-QE, and CC events are summarized in Ta-
ble 8.1. We follow the estimation methods of measurements in SK pure water phase and T2K [48–50]. The
estimation of each systematic uncertainty is described below.

Table 8.1: Systematic uncertainties of the expected NCQE, NC non-QE, and CC events.

NCQE NC non-QE CC
Atmospheric neutrino flux ±18.0% ±18.0% ±18.0%
Atmospheric neutrino/antineutrino ratio ±5.0% ±5.0% ±5.0%
Cross section - ±18.0% ±24.0%
Primary interaction +1.5% / −9.4% +0.0% / −2.4% +1.2% / −8.0%
Secondary interaction +0.0% / −30.9% +0.0% / −24.3% +0.0% / −20.7%
Energy cutoff +0.0% / −2.1% +0.0% / −1.5% +0.0% / −19.9%
Data reduction ±1.4% ±1.4% ±1.4%
Neutron tagging ±6.4% ±6.4% ±6.4%

Atmospheric neutrino flux
The uncertainty of the measured atmospheric neutrino flux in SK differs in each energy bin, as shown in

Table 8.2 and Figure 8.1 [52]. From Table 8.2, atmospheric neutrino flux uncertainty ∆Φν/Φν is calculated
by considering the weight of flux in each energy bin, as

∆Φν

Φν
=

9∑
i=1

(
∆Φν

i

Φν
i

× Φν
i∑9

j=1Φ
ν
j +

∑19
j=12Φ

ν
j

)

+

19∑
i=12

(
∆Φν

i

Φν
i

× Φν
i∑9

j=1Φ
ν
j +

∑19
j=12Φ

ν
j

)
= 17.9%. (8.8)

In this measurement, we chose the conservative value and 18.0% in [160 MeV, 10 GeV] is applied to atmo-
spheric neutrino flux uncertainty.

Atmospheric neutrino/antineutrino ratio
Figure 8.2 shows the ratio of atmospheric neutrino flux [121]. In the neutrino energy region below

10 GeV, the difference of atmospheric neutrino/antineutrino ratio due to the hadronic interaction models is
less than 5.0%. Therefore, atmospheric neutrino/antineutrino ratio uncertainty is taken as 5.0%.
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Table 8.2: Measured atmospheric neutrino flux using SK-I to SK-IV data [52]. Uncertainties are summarized in the
rightmost column.

i log10 log10 Ē2
i Φ

ν
i ∆Φν

i /Φ
ν
i

(E/GeV) (Ēi/GeV) (GeV/cm2/sec/sr) (%)

νe
1 −0.8 to −0.6 −0.71 1.21 × 10−2 ±18
2 −0.6 to −0.4 −0.51 1.46 × 10−2 ±17
3 −0.4 to −0.2 −0.27 1.50 × 10−2 ±16
4 −0.2 to 0.0 −0.09 1.37 × 10−2 ±15
5 0.0 to 0.2 0.10 1.16 × 10−2 ±17
6 0.2 to 0.4 0.30 8.55 × 10−3 ±17
7 0.4 to 0.6 0.50 6.09 × 10−3 ±18
8 0.6 to 0.8 0.70 3.73 × 10−3 ±19
9 0.8 to 1.0 0.90 2.32 × 10−3 ±18

10 1.0 to 1.5 1.22 9.42 × 10−4 ±15
11 1.5 to 2.0 1.72 2.03 × 10−4 ±18
νµ
12 −0.6 to −0.4 −0.51 1.58 × 10−2 ±21
13 −0.4 to −0.2 −0.32 1.77 × 10−2 ±16
14 −0.2 to 0.0 −0.09 1.86 × 10−2 ±15
15 0.0 to 0.2 0.10 1.68 × 10−2 ±16
16 0.2 to 0.4 0.30 1.38 × 10−2 ±18
17 0.4 to 0.6 0.51 9.59 × 10−3 ±19
18 0.6 to 0.8 0.71 6.68 × 10−3 ±19
19 0.8 to 1.0 0.90 4.79 × 10−3 ±17
20 1.0 to 1.5 1.21 2.62 × 10−3 ±13
21 1.5 to 2.0 1.73 1.20 × 10−3 ±16
22 2.0 to 3.0 2.40 2.49 × 10−4 ±18
23 3.0 to 4.0 3.39 1.46 × 10−5 ±21
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D. Results and discussions

Figure 7 shows the obtained νe and νμ energy spectra
using all SK-I–SK-IV data. The energy binning, mean
energy, measured flux, and error are also described in
Table IV for νe and νμ. The measured energy spectrum
agrees with the oscillated HKKM11 flux within the esti-
mated uncertainties, which, as mentioned above, are domi-
nated by neutrino interaction uncertainties. The unoscillated
flux is also plotted, such that the deficit of νμ flux due to
neutrino oscillation becomes apparent below 100 GeV.
The observed fluxes are compared to several flux

models, including HKKM11 [20], HKKM07 [19],
FLUKA [22], and Bartol [21], in Fig. 8. In order to
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and νμ (red line) flux curves show the HKKM11 [20] model with
(solid) and without (dashed) neutrino oscillation. In the lower part
of the figure, the data-to-HKKM11 ratio is shown.
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Figure 8.1: Uncertainty of the measured atmospheric neutrino flux in SK [52]. Energy region of each bin is summarized
in Table 8.2. Total uncertainty consists of statistical, neutrino interaction, detector response, and neutrino oscillation
and regularization uncertainties. Details of these components are summarized in Ref. [52].

over all directions. We find the largest difference in the
!"= !!" ratio, and it could be explained by the differences in
!"= and !!" seen in the left panel, and by the
K-productions at higher energies. The difference of the
ratios in the 3–100 GeV range is much less than !5% for
all ratios, where the contribution of #’s is important.
Especially, the difference in "!" # !!"$="!e # !!e$ ratio is
small at all the energies shown here ( & 2%). The largest
variation in the "!" # !!"$="!e # !!e$ ratio is found with
the change of atmospheric model. This is the direct con-
sequence of the large variation of !e and !!e and small
variation !" and !!" resulting from the change in the
atmospheric model.

IV. UNCERTAINTY IN THE ATMOSPHERIC
NEUTRINO FLUX CALCULATION

A. Uncertainty for flux value of the neutrinos

Here, we estimate the total uncertainty or the total
possible errors in the calculation of atmospheric neutrino
flux. It may be expressed as

 $2
tot % $2

## $2
K #$2

%# $2
air# "$2

scheme#$2
stat# && &$; (8)

where $# is the uncertainty due to the uncertainty of #
production in the hadronic interaction model, $K is due to
the K production, $% due to the hadronic interaction cross
sections, $air due to the atmospheric density profile, $scheme

due to the calculation scheme including any bugs in the
code, and $stat due to statistical errors. The solar modula-
tion of the cosmic rays and mountains above the neutrino
detector cause sizable effects on the atmospheric neutrino
flux. However, they are not a true uncertainty and they are
included in our calculation correctly.

The statistical error in the Monte Carlo study is smaller
than 1% below 3 TeVand 3% below 10 TeV for !" and !!".
For !e and !!", it is a little worse and smaller than 1%
below 10 GeV, 3% below 3 TeV, and around 10% at
10 TeV. However, the statistical error is much smaller
than those from other uncertainty sources. The largest error
due to the calculation scheme is the finite size effect of the
virtual detector, which we studied in detail in Sec. II. With
the procedure proposed there, the remaining error would be
much smaller than 1%. We do not discuss $scheme and $stat
in the following.

In Paper I, we have proven that the error of # produc-
tions in the hadronic interaction model affects the atmos-
pheric muon and neutrino fluxes produced by the # decay
at the same rate, namely

 

"&"

&"
’

"&!"

&!"

’ "&!e

&!e

(9)

above 1 GeV. We may estimate $# from the comparison of
the observation and calculation of the atmospheric muon
flux. Since the atmospheric muon flux below 1 TeV comes
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Figure 8.2: Ratio of atmospheric neutrino flux [121].
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Cross section
Cross section uncertainty is taken as 18.0% for NC non-QE events and 24.0% for CC events considering

the uncertainties of parameters for the cross-section models such as the axial mass, normalization parameters
for each interaction, and the decay width of resonant pion production [49, 122]. Since the purpose of this
study is to measure the NCQE cross section, the cross section uncertainty is not assigned for NCQE events.
Details of these cross section uncertainties are summarized in Section 6.1 of Ref. [122].

Primary interaction
Primary interaction uncertainty arises from the spectroscopic strengths of the oxygen nucleus. Com-

putation of the p3/2 spectroscopic strength is consistent with 16O(e, e′p) experiment within 5.4% [51, 94].
Therefore, the uncertainty of (p3/2)−1 state is estimated by increasing the production probabilities of this
state by 5.4%. For the others state, there is no reliable predictions as written in Section 3.2, thus the un-
certainty is conservatively estimated by comparing with an extreme case, that is the difference between the
default state ((s1/2)−1) and the ground state ((p1/2)−1). The uncertainty is taken to be the difference in the
expected number of events from the default condition to other conditions. Table 8.3 shows the production
probabilities of (p1/2)

−1, (p3/2)−1, and (s1/2)
−1 state and the expected number of NCQE, NC non-QE,

and CC events in each condition of the primary interaction uncertainty estimation. From this result, the pri-
mary interaction uncertainty is taken as +1.5% / −9.4%, +0.0% / −2.4%, and +1.2% / −8.0% for N exp

NCQE,
N exp

NCnon-QE, and N exp
CC , respectively.

Table 8.3: Production probabilities of (p1/2)−1, (p3/2)−1, and (s1/2)
−1 state and the expected number of NCQE, NC

non-QE, and CC events in each condition of the primary interaction uncertainty estimation. Differences of the expected
number of events from the default condition are summarized in parentheses.

others → (s1/2)
−1 others → (p1/2)

−1 (p3/2)
−1 × 1.054

(Default)
(p1/2)

−1 0.1580 0.5430 0.1390
(p3/2)

−1 0.3515 0.3515 0.3705
(s1/2)

−1 0.4905 0.1055 0.4905
N exp

NCQE 28.7071 26.0172 (−9.4%) 29.1364 (+1.5%)
N exp

NCnon−QE 13.2721 12.9705 (−2.3%) 12.9520 (−2.4%)
N exp

CC 1.4177 1.3042 (−8.0%) 1.4346 (+1.2%)

Secondary interaction
As described in Section 7.3, the chi-square differences were inconclusive. Therefore, the secondary

interaction uncertainty is taken to be the difference in the expected number of events from BERT to BIC or
INCL++. The expected number of NCQE, NC non-QE, and CC events in each condition of the secondary
interaction uncertainty estimation is summarized in Table 8.4. From this result, the secondary interaction
uncertainty is taken as −30.9%, −24.3%, and −20.7% for N exp

NCQE, N exp
NCnon-QE, and N exp

CC , respectively.

Energy cutoff
In Equation (8.1), the integral is performed between 160 MeV and 10 GeV, while the expected number

of atmospheric neutrino events is estimated using full energy range. Energy cutoff uncertainty is estimated
considering the difference of these energy range. Table 8.5 shows the expected number of NCQE, NC



100 8. Measurement of NCQE cross section in SK-Gd

Table 8.4: The expected number of NCQE, NC non-QE, and CC events in each condition of the secondary interaction
uncertainty estimation. Differences of the expected number of events from the default condition are summarized in
parentheses.

BERT BIC INCL++
(Default)

N exp
NCQE 28.7071 19.8420 (−30.9%) 20.2027 (−29.6%)

N exp
NCnon-QE 13.2721 10.1887 (−23.2%) 10.0517 (−24.3%)
N exp

CC 1.4177 1.1244 (−20.7%) 1.2173 (−14.1%)

non-QE, and CC events in each condition of the energy cutoff uncertainty estimation. Since the expected
number of events decreases by the energy cutoff, only a negative direction is considered, and the energy
cutoff uncertainty is taken as −2.1%, −1.5%, and −19.9% for N exp

NCQE, N exp
NCnon-QE, and N exp

CC , respectively.

Table 8.5: The expected number of NCQE, NC non-QE, and CC events in each condition of the energy cutoff un-
certainty estimation. E shows the neutrino energy. Differences of the expected number of events from the default
condition are summarized in parentheses.

Full energy range E ∈ [160MeV, 10GeV]

(Default)
N exp

NCQE 28.7071 28.1136 (−2.1%)
N exp

NCnon-QE 13.2721 13.0728 (−1.5%)
N exp

CC 1.4177 1.1356 (−19.9%)

Data reduction
Table 8.6 shows the systematic uncertainties for the reduction cuts [22]. Spallation cut uncertainty

is estimated by considering the dead time caused by the spallation cut. Effwall cut uncertainty is esti-
mated from the difference in signal efficiency when the reconstructed vertex and direction are artificially
shifted and not shifted. Ring cleanliness cut, charge/hit cut, and θC cut uncertainties are estimated from
the difference in signal efficiency between LINAC data and MC. From Table 8.6, data reduction uncertainty
δqreduction/|qreduction| is calculated as

δqreduction
|qreduction|

=
√
0.12 + 0.12 + 0.22 + 1.22 + 0.72

= 1.4%. (8.9)

Details of spallation cut uncertainty and effwall cut uncertainty are described in Section 10.1.11 and Sec-
tion 10.1.12 of Ref. [66], respectively. Details of ring cleanliness cut, charge/hit cut, and θC cut uncertainties
are described in Section 3.3 of Ref. [123] and Section 8.3.6 of Ref. [36].

Neutron tagging
Neutron tagging uncertainty is estimated by using Americium-Beryllium (Am/Be) source and BGO scin-

tillator crystals. Figure 8.3 shows the pictures and schematic views of Am/Be source and BGO scintillator
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Table 8.6: Systematic uncertainties for the reduction cuts [22].

cut systematic uncertainty
spallation cut 0.1%

effwall cut 0.1%
ring cleanliness cut 0.2%

charge/hit cut 1.2%
θC cut 0.7%

crystals. The main reaction process of Am/Be source is

241Am → 237Np + α, (8.10)
9Be + α → 12C+ n + γ(4.4 MeV). (8.11)

In the calibration using Am/Be source, scintillation light caused by the 4.4 MeV gamma-ray becomes the
prompt signal, and gamma-rays generated by neutron capture on Gd becomes the delayed signal. Neutron
tagging uncertainty is estimated considering the uncertainties of prompt signal selection, delayed signal
selection, settings of MC, position dependence of neutron tagging efficiency, and difference between data
and MC for neutron tagging efficiency estimated using one BGO scintillator crystal. In this study, neutron
tagging uncertainty is taken as 6.4% [40,124]. Details of the neutron tagging uncertainty are summarized in
Section 6.5 and Section 8.4.2 of Ref. [36].

6.2. Americium-Beryllium Calibration 85

BGO scintillator

Am/Be source 

Am/Be

Acrylic case

BGO

(a) Appearance and Schematic of the 1BGO
geometry.

Am/Be

Acrylic case

BGO

(b) Appearance and Schematic of the 8BGO
geometry.

Figure 6.10: Appearance and schematic of 1BGO geometry (left)
and 8BGO geometry (right).

Data taking

In January 2021, data from nine distinct AmBe points were taken. Figure 6.11 visu-
alizes the measurement points. At the central point, 8BGO data was gathered over
1 hour, while 1BGO data spanned 2 hours. Measurements at other off-center points
were conducted over a 30-minute interval, primarily to evaluate position dependence
of efficiency. Note that 1BGO data was exclusively taken at the center point.

x
z

0 m

+12 m

�12 m

+12 m0 m�12 m

Figure 6.11: Illustration of measurement points. Orange squares
exhibit measurement points, and the darker blue circle denotes cali-

bration holes, where x = �1237, 35.3, 1080 cm ⇠ �12, 0,+12 m.

6.2.2 AmBe MC simulation

To compare the neutron tagging efficiency between the measured data and MC, the
AmBe source geometry was reproduced by Geant4 and introduced to the SKG4 de-
tector simulation.

Figure 8.3: Pictures and schematic views of Am/Be source and BGO scintillator crystals [36]. Left shows the source
geometry with one BGO scintillator crystal. Right shows the source geometry with eight BGO scintillator crystals.

Others
Systematic uncertainty of spallation events is estimated considering the production rate of 9Li (see Sec-

tion 3.3.1), the 9Li energy spectrum shape (see Figure 3.10), and the reduction efficiency of 9Li. In this
study, systematic uncertainty of spallation events is taken as 60.0% [40]. Moreover, systematic uncertainty
of reactor neutrino events is conservatively assigned as 100.0% [40]. Due to the small event fraction, these
uncertainties are negligible. Details of these uncertainties are summarized in Section 4.3.3 and Section 4.3.4
of Ref. [123] and Section 9.2 and Section 9.3 of Ref. [36].
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The expected number of accidental coincidence events is estimated by

N exp
Accidental = εmis ×Nobs

pre-ntag, (8.12)

where εmis (= 2.85 × 10−4) is the neutron misidentification rate [40, 124] and Nobs
pre-ntag (= 5,447) is the

observed number of events after applying all event selections except for the Ndelayed cut (see Section 6.4.2).
Systematic uncertainty of accidental coincidence events δN exp

Accidental/|N
exp
Accidental| is calculated by using

systematic uncertainty of εmis and statistical uncertainty of Nobs
pre-ntag, that is,

δN exp
Accidental

|N exp
Accidental|

=

√√√√(δεmis

εmis

)2

+

(
δNobs

pre-ntag

Nobs
pre-ntag

)2

=
√
4.42 + 1.42

= 4.6%. (8.13)

Due to the small event fraction, this uncertainty is also negligible.

8.3 Systematic uncertainty of the measured NCQE cross sec-
tion

Systematic uncertainty of the measured NCQE cross section is estimated by performing toy-MC con-
sidering the systematic uncertainties summarized in Section 8.2. Procedure of estimating the uncertainty is
described below.

1. Make N exp
NCQE, N exp

NCnon-QE, N exp
CC , N exp

Spallation, N exp
Reactor, and N exp

Accidental fluctuate using Gaussian
function with σ of the systematic uncertainty.

2. Calculate ⟨σmeasured
NCQE ⟩ (see Equation (8.2)).

3. Repeat the above procedures for 1,000,000 times.

4. 1σ confidence level region from the nominal ⟨σmeasured
NCQE ⟩ in the histogram is determined to be the

systematic uncertainty.

The result of the toy-MC is shown in Figure 8.4. From this figure, the 1σ confidence level region becomes
[0.59, 1.59]× 10−38 cm2/oxygen, and the measured NCQE cross section is determined as

⟨σmeasured
NCQE ⟩ = 0.74± 0.22(stat.)+0.85

−0.15(syst.)× 10−38 cm2/oxygen. (8.14)

The measured NCQE cross section, the theoretical NCQE cross section [51], and the atmospheric neu-
trino flux predicted using the HKKM11 model [68] are shown in Figure 8.5. In this figure, the theoretical
NCQE cross section σ(E)theoryNCQE is displayed in the form

σ(E)theoryNCQE =
ϕν(E)/ϕν̄(E)

ϕν(E)/ϕν̄(E) + 1
σν(E)theoryNCQE +

1

ϕν(E)/ϕν̄(E) + 1
σν̄(E)theoryNCQE, (8.15)

and the measured NCQE cross section is consistent with the flux-averaged theoretical NCQE cross section
within the uncertainties.
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fNCQE (see Equation (8.3)) and the measured neutrino-oxygen NCQE cross section of previous studies
in SK and T2K are shown in Figure 8.6 and Figure 8.7, respectively. In Figure 8.7, the measured NCQE
cross section is consistent with the measurement in the SK pure water phase within the uncertainties (1.01±
0.17(stat.)+0.78

−0.30(syst.) × 10−38 cm2/oxygen) [50]. The systematic uncertainty of measured NCQE cross
section in this study is larger than that in the measurement of the SK pure water phase. The reason is that
we take the difference of secondary interaction models into consideration, conservatively estimated by the
comparison among these models. The uncertainty will be reduced with better understanding of secondary
interaction models in future.
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Figure 8.4: Result of the toy-MC. The 1σ confidence level region becomes [0.59, 1.59] × 10−38 cm2/oxygen.
Due to the secondary interaction uncertainty, the peak position is shifted right from the nominal value (0.74 ×
10−38 cm2/oxygen).
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Figure 8.5: The measured neutrino-oxygen NCQE cross section, the theoretical neutrino-oxygen NCQE cross sec-
tion [51], and the atmospheric neutrino flux predicted using the HKKM11 model [68]. Vertical bars show the statistical
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the theoretical NCQE cross section multiplied by the atmospheric neutrino flux.
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Figure 8.6: Comparison of fNCQE (see Equation (8.3)) with previous measurements in SK and T2K [48–50]. Hori-
zontal bars show the statistical uncertainty (short bar) and the total uncertainty (long bar).
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Figure 8.7: Comparison of the measured neutrino-oxygen NCQE cross section with previous measurements in SK and
T2K [48–50]. Horizontal bars show the statistical uncertainty (short bar) and the total uncertainty (long bar).
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9 Future prospects and conclusion

9.1 Future prospects

Now we continue the observation with a 0.03% Gd-loaded SK detector, the phase known as SK-VII.
Since the neutron tagging efficiency in SK-VII is higher than that in SK-VI (35.6%) [40,109], more delayed
signals can be detected, and the observed number of events can be accumulated faster in SK-VII than in SK-
VI. Figure 9.1 shows the expected Ndelayed distributions in SK-VII. In this figure, each bin of the expected
Ndelayed distributions can be estimated as

(Ndelayed = n) =
∑
i=n

{(Ncapture = i)× iCnp
n(1− p)i−n}, (9.1)

where (Ndelayed = n) is the number of events that Ndelayed = n, (Ncapture = i) is the number of events
that Ncapture = i, and p is the neutron tagging efficiency. Here, the neutron misidentification rate is not
considered. Assuming that the neutron tagging efficiency in SK-VII is 63.0% [125], the statistics (the number
of events that Ndelayed ≥ 1) increases by about 1.4 times with the same live time as SK-VI.

Figure 9.2 and Figure 9.3 shows the expectation of the observed number of events and the statistical
uncertainty as a function of SK-VII live time, respectively. By combining about three years of data in SK-
VII, the statistical uncertainty will be half of this work, and the secondary interaction models will be able to
be verified more precisely.

Figure 9.4 shows the expectation of the difference between the observed and expected number of events
in θC ∈ [78, 90] degrees as a function of SK-VII live time. This difference is estimated using the observed
and expected number of events summarized in Table 7.3. As shown in this figure, BERT is now ∼2.2σ away
from the data. By combining one year of data in SK-VII, BERT will be more than 3σ away from the data.
Furthermore, the evaporation model can be determined at 5σ by combining about four years of data in SK-
VII. Once the evaporation model is determined, the secondary interaction uncertainty is reduced, resulting
that the systematic uncertainty of measured NCQE cross section is reduced.

Additional measurement using T2K’s accelerator neutrino beam interactions in SK-Gd will help further
refining the physics models for the secondary interactions.
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Figure 9.1: Expected Ndelayed distributions in SK-VII. Black plots show the distribution of the number of true neutron
captures (Ncapture) before applying neutron tagging without any scalings. Blue plots show theNdelayed distribution af-
ter applying neutron tagging without any scalings in this study. Green line, red line, and magenta line show theNdelayed

distribution estimated from the Ncapture distribution assuming that neutron tagging efficiency is 35.6%, 53.4%, and
63.0%, respectively. 35.6% comes from the neutron tagging efficiency in SK-VI [40, 109]. 53.4% comes from the as-
sumption that neutron tagging efficiency in SK-VII becomes 1.5 times higher than that in SK-VI [125]. 63.0% comes
from the assumption of using the Multi-Layer (ML) neural networks in SK-VII [125].
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Figure 9.2: Expectation of the observed number of events as a function of SK-VII live time. Here, it is assumed that
the neutron tagging efficiency in SK-VII is 63.0% [125].
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Figure 9.3: Expectation of the statistical uncertainty as a function of SK-VII live time. Here, it is assumed that the
neutron tagging efficiency in SK-VII is 63.0% [125].
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Figure 9.4: Expectation of the difference between the observed and expected number of events in θC ∈ [78, 90] degrees
as a function of SK-VII live time. This difference is estimated using the observed and expected number of events
summarized in Table 7.3. As for the observed number of events, statistical uncertainty is considered for this estimation.
As for the expected number of events, systematic uncertainties other than secondary interaction are considered for this
estimation. Here, it is assumed that the neutron tagging efficiency in SK-VII is 63.0% [125].
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9.2 Conclusion

We performed the comparison of secondary interaction models using atmospheric neutrino events and
the measurement of the atmospheric neutrino-oxygen NCQE cross section using 552.2 days of SK-VI data
with 0.011% Gd-loaded water. Since the backgrounds in this study are the same as those in the DSNB
search, event selections in the DSNB search were mainly adopted. Moreover, since multiple gamma-rays
and multiple neutrons are easily emitted in NCQE events, we selected the events that θC is greater than 50
degrees and Ndelayed is greater or equal to one.

After applying all event selections to 552.2 days of SK-VI data, 38 events remained. In order to under-
stand which secondary interaction model reproduces the observed data, we calculated the chi-square for θC,
Evis, and Ndelayed distributions using the Poisson-likelihood. As a result, due to the small statistics, the chi-
square could not give conclusive results; however, the chi-square values were smaller for BIC and INCL++
than for BERT in all distributions. The results suggest that the evaporation model used in BIC and INCL++
reproduces the observed data better than that used in BERT. Furthermore, we measured the atmospheric
neutrino-oxygen NCQE cross section using the atmospheric neutrino flux-averaged theoretical NCQE cross
section, the observed number of events, and the expected numbers of events. As a result, the NCQE cross
section was measured to be 0.74 ± 0.22(stat.)+0.85

−0.15(syst.) × 10−38 cm2/oxygen in the energy range from
160 MeV to 10 GeV, which was consistent with the atmospheric neutrino flux-averaged theoretical NCQE
cross section (1.02×10−38 cm2/oxygen) and the measured NCQE cross section in the SK pure-water phase
(1.01±0.17(stat.)+0.78

−0.30(syst.)×10−38 cm2/oxygen). The large systematic uncertainty mainly comes from
the difference of secondary interaction models.

Now we continue the observation with a 0.03% Gd-loaded SK detector, the phase known as SK-VII.
Assuming that the neutron-tagging efficiency in SK-VII is 63.0%, the statistics increases by about 1.4 times
with the same live time as SK-VI, and the statistical uncertainty will be half of this work by combining about
three years of data in SK-VII. Moreover, when we focus on the observed and expected number of events in
θC ∈ [78, 90] degrees, BERT is now ∼2.2σ away from the data. By combining about four years of data in
SK-VII, the evaporation model can be determined at 5σ. Once the evaporation model is determined, the sec-
ondary interaction uncertainty is reduced, and the systematic uncertainty of measured NCQE cross section
is significantly reduced.
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A Chi-square using the Poisson-likelihood

L(x, y) is defined as

L(x, y) =
bin∏
i=1

yi
xi

xi!
e−yi , (A.1)

where bin is the number of bins in a histogram. The chi-square using the Poisson-likelihood χ2 is calculated
as

χ2 = −2 ln
L(n, µ)

L(n, n)

= −2{lnL(n, µ)− lnL(n, n)}

= −2

{
ln

(
bin∏
i=1

µi
ni

ni!
e−µi

)
− ln

(
bin∏
i=1

ni
ni

ni!
e−ni

)}

= −2

{
bin∑
i=1

ln

(
µi

ni

ni!
e−µi

)
−

bin∑
i=1

ln

(
ni

ni

ni!
e−ni

)}

= −2

[
bin∑
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{
ln(µi

ni) + ln(e−µi)− ln(ni!)
}
−

bin∑
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{
ln(ni

ni) + ln(e−ni)− ln(ni!)
}]

= −2

[
bin∑
i=1

{
ni lnµi − µi − ln(ni!)

}
−

bin∑
i=1

{
ni lnni − ni − ln(ni!)

}]

= −2

bin∑
i=1

{
ni lnµi − µi − ln(ni!)− ni lnni + ni + ln(ni!)

}
= 2

bin∑
i=1

(
µi − ni + ni ln

ni
µi

)
, (A.2)

where n is the observed number of events and µ is the expected number of events8.

8Even if the chi-square using the Poisson-likelihood is defined as χ2 = −2 lnL(n, µ), Equation (A.2) is derived by using the
Stirling’s approximation (ln(n!) ∼ n lnn− n).
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B Other distributions

B.1 Simulation

Other distributions related to Section 3 are summarized here.
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Figure B.1: Energy of atmospheric neutrinos that induced neutrino-nucleus interactions. These figures were made
using 500 years’ worth of atmospheric neutrino events.
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Figure B.2: The number of gamma-rays generated by neutrino-nucleus interactions. These figures were made using
500 years’ worth of atmospheric neutrino events.
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Figure B.3: Energy of gamma-rays generated by neutrino-nucleus interactions. These figures were made using 500
years’ worth of atmospheric neutrino events.
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Figure B.4: The number of neutrons generated by neutrino-nucleus interactions. These figures were made using 500
years’ worth of atmospheric neutrino events.
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Figure B.5: Kinetic energy of neutrons generated by neutrino-nucleus interactions. These figures were made using 500
years’ worth of atmospheric neutrino events.



116 B. Other distributions

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

410

 (All)ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

410

 (CCQE-like)ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

410

)π (CC1 ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

410

 (CC-other)ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

410

-NCQE)ν (ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

-NCQE)ν (ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

)π (NC1 ν of 
kin

# of primary n, E

0 5 10 15 20

[M
eV

]

1

10

210

310

410

510

610

1

10

210

310

 (NC-other)ν of 
kin

# of primary n, E

Figure B.6: 2D distribution of the number of neutrons generated by neutrino-nucleus interactions (the horisontal axis)
and energy of atmospheric neutrinos that induced neutrino-nucleus interactions (the vertical axis). These figures were
made using 500 years’ worth of atmospheric neutrino events.
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B.2 Event selection

Other distributions related to Section 6 are summarized here.
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Figure B.7: Timing of delayed signals. Black plots show the data that Ndelayed = 1. Red area shows the accidental
coincidence events. Blue line shows the fitted exponential distribution (p0 exp(−x/p1) + p2). In this distribution,
p0 = 7.646 ± 2.470 and p1 = 198.5 ± 62.1 [µs]. The constant term (p2) was fixed at the number of accidental
coincidence events per bin (= 1.5524/9) during the fitting.
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Figure B.8: NCQE cumulative signal efficiencies as a function of neutrino energy. Event reductions are performed in
the order shown in the legend, and before the reduction for spallation events is taken as 100%.
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Figure B.9: Singal-to-background ratio. Horizontal axis shows the θC cut point. Vertical axis shows the singal-to-
background ratio S/

√
S +B, where S is the expected number of NCQE events and B is the expected number of

events, including CC, spallation, reactor neutrino, and accidental coincidence.
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Figure B.10: Singal-to-background ratio. Horizontal axis shows the θC cut point. Vertical axis shows the singal-to-
background ratio S/

√
S +B, where S is the expected number of NCQE events and B is the expected number of

events, including NC non-QE, CC, spallation, reactor neutrino, and accidental coincidence.
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Figure B.11: Distance form the ID wall for the data and accidental coincidence events. Event reductions are performed
in the order shown in the title.
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Figure B.12: Distance form the ID wall for atmospheric neutrino events. Event reductions are performed in the order
shown in the title.
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Figure B.13: Distance form the ID wall for spallation, reactor neutrino, and DSNB events. Event reductions are
performed in the order shown in the title.
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Figure B.14: deff for the data and accidental coincidence events. Event reductions are performed in the order shown in
the title.



123

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

 (1. after precut)effd  (1. after precut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

 (2. after spallation cut)effd  (2. after spallation cut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

 (3. after effwall cut)effd  (3. after effwall cut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

2

4

6

8

10

 (4. after pre-activity cut)effd  (4. after pre-activity cut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

1

2

3

4

5

6

 (5. after post-activity cut)effd  (5. after post-activity cut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

1

2

3

4

5

 (6. after ring cleanliness cut)effd  (6. after ring cleanliness cut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

1

2

3

4

5

 (7. after charge/hit cut)effd  (7. after charge/hit cut)effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

0.5

1

1.5

2

2.5

3

3.5

 cut)
C

θ (8. after effd  cut)
C

θ (8. after effd

 [cm]effd
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

# 
of

 e
ve

nt
s

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 cut)delayedN (9. after effd  cut)delayedN (9. after effd

 CCQE-like

π CC1 

 CC-other

 NCQE

π NC1 

 NC-other

Figure B.15: deff for atmospheric neutrino events. Event reductions are performed in the order shown in the title.
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Figure B.16: deff for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order shown
in the title.
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Figure B.17: Ndecay-e for the data and accidental coincidence events. Event reductions are performed in the order
shown in the title.
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Figure B.18: Ndecay-e for atmospheric neutrino events. Event reductions are performed in the order shown in the title.



127

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

100

200

300

400

500

 (1. after precut)decay-eN  (1. after precut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

22

 (2. after spallation cut)decay-eN  (2. after spallation cut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

 (3. after effwall cut)decay-eN  (3. after effwall cut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

 (4. after pre-activity cut)decay-eN  (4. after pre-activity cut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

 (5. after post-activity cut)decay-eN  (5. after post-activity cut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

 (6. after ring cleanliness cut)decay-eN  (6. after ring cleanliness cut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

 (7. after charge/hit cut)decay-eN  (7. after charge/hit cut)decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

0.5

1

1.5

2

2.5

 cut)Cθ (8. after decay-eN  cut)Cθ (8. after decay-eN

decay-eN
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

# 
of

 e
ve

nt
s

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 cut)delayedN (9. after decay-eN  cut)delayedN (9. after decay-eN

 DSNB (Horiuchi+09 6-MeV, Maximum)

ν Reactor-

Li9 

Figure B.19: Ndecay-e for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order
shown in the title.
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Figure B.20: Lcle for the data and accidental coincidence events. Event reductions are performed in the order shown
in the title.



129

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

5

10

15

20

25

30

 (1. after precut)cleL  (1. after precut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

5

10

15

20

25

 (2. after spallation cut)cleL  (2. after spallation cut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

22

24

 (3. after effwall cut)cleL  (3. after effwall cut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

 (4. after pre-activity cut)cleL  (4. after pre-activity cut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

 (5. after post-activity cut)cleL  (5. after post-activity cut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

14

 (6. after ring cleanliness cut)cleL  (6. after ring cleanliness cut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

 (7. after charge/hit cut)cleL  (7. after charge/hit cut)cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

2

4

6

8

10

12

 cut)
C

θ (8. after cleL  cut)
C

θ (8. after cleL

cleL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

# 
of

 e
ve

nt
s

0

1

2

3

4

5

6

7
 cut)delayedN (9. after cleL  cut)delayedN (9. after cleL

 CCQE-like

π CC1 

 CC-other

 NCQE

π NC1 

 NC-other

Figure B.21: Lcle for atmospheric neutrino events. Event reductions are performed in the order shown in the title.
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Figure B.22: Lcle for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order
shown in the title.



131

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

5

10

15

20

25

30

35

310×
# 

of
 e

ve
nt

s
 (1. after precut)50 / N50Q

Entries  282297

Mean   0.0003228±  1.352 

Std Dev    0.1715

 (1. after precut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

500

1000

1500

2000

2500

# 
of

 e
ve

nt
s

 (2. after spallation cut)50 / N50Q

Entries  21274

Mean   0.001259±  1.351 

Std Dev    0.1836

 (2. after spallation cut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

200

400

600

800

1000

1200

1400

1600

1800

2000

# 
of

 e
ve

nt
s

 (3. after effwall cut)50 / N50Q

Entries  15963

Mean   0.001501±   1.36 

Std Dev    0.1896

 (3. after effwall cut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

200

400

600

800

1000

1200

1400

1600

1800

2000

# 
of

 e
ve

nt
s

 (4. after pre-activity cut)50 / N50Q

Entries  15855

Mean   0.001501±   1.36 

Std Dev     0.189

 (4. after pre-activity cut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

200

400

600

800

1000

1200

1400

1600

1800

2000

# 
of

 e
ve

nt
s

 (5. after post-activity cut)50 / N50Q

Entries  15718

Mean   0.001447±  1.358 

Std Dev    0.1815

 (5. after post-activity cut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

200

400

600

800

1000

1200

1400

1600

1800

# 
of

 e
ve

nt
s

 (6. after ring cleanliness cut)50 / N50Q

Entries  14623

Mean   0.001504±  1.358 

Std Dev    0.1818

 (6. after ring cleanliness cut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

200

400

600

800

1000

1200

1400

1600

1800

# 
of

 e
ve

nt
s

 (7. after charge/hit cut)50 / N50Q

Entries  14574

Mean   0.001376±  1.355 

Std Dev    0.1661

 (7. after charge/hit cut)50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

100

200

300

400

500

600

700

# 
of

 e
ve

nt
s

 cut)Cθ (8. after 50 / N50Q

Entries  5447

Mean   0.002263±  1.348 

Std Dev    0.1671

 cut)Cθ (8. after 50 / N50Q

0 1 2 3 4 5 6 7 8 9 10

50
 / N

50
Q

0

1

2

3

4

5

6

7

8

# 
of

 e
ve

nt
s

 cut)delayedN (9. after 50 / N50Q

Entries  38

Mean   0.03092±  1.402 

Std Dev    0.1906

 cut)delayedN (9. after 50 / N50Q

 Data

 Acc.

Figure B.23: Q50/N50 for the data and accidental coincidence events. Event reductions are performed in the order
shown in the title.
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Figure B.24: Q50/N50 for atmospheric neutrino events. Event reductions are performed in the order shown in the title.
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Figure B.25: Q50/N50 for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order
shown in the title.
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Figure B.26: θC for the data and accidental coincidence events. Event reductions are performed in the order shown in
the title.
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Figure B.27: θC for atmospheric neutrino events. Event reductions are performed in the order shown in the title.
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Figure B.28: θC for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order shown
in the title.
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Figure B.29: Evis for the data and accidental coincidence events. Event reductions are performed in the order shown
in the title.
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Figure B.30: Evis for atmospheric neutrino events. Event reductions are performed in the order shown in the title.
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Figure B.31: Evis for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order
shown in the title.
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Figure B.32: Ndelayed for the data and accidental coincidence events. Event reductions are performed in the order
shown in the title.
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Figure B.33: Ndelayed for atmospheric neutrino events. Event reductions are performed in the order shown in the title.
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Figure B.34: Ndelayed for spallation, reactor neutrino, and DSNB events. Event reductions are performed in the order
shown in the title.
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Figure B.35: Distance from prompt signal to delayed signal (Ndelayed = 1) for the data and accidental coincidence
events. Event reductions are performed in the order shown in the title.
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Figure B.36: Distance from prompt signal to delayed signal (Ndelayed = 1) for atmospheric neutrino events. Event
reductions are performed in the order shown in the title.
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Figure B.37: Distance from prompt signal to delayed signal (Ndelayed = 1) for spallation, reactor neutrino, and DSNB
events. Event reductions are performed in the order shown in the title.
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B.3 Comparison of secondary interaction models

Other distributions and tables related to Section 7 are summarized here.
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Figure B.38: The number of generated neutrons per process after neutrino-proton NCQE reactions. Top, top middle,
bottom middle, and bottom figure shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and
INCL++, respectively. Horizontal axis shows processes that generated neutrons (neutron inelastic scattering, proton
inelastic scattering, π+ inelastic scattering, π− inelastic scattering, µ− capture, π− capture, gamma-nuclear interaction,
and others).
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Figure B.39: The number of generated neutrons per process after neutrino-neutron NCQE reactions. Top, top middle,
bottom middle, and bottom figure shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and
INCL++, respectively. Horizontal axis shows processes that generated neutrons (neutron inelastic scattering, proton
inelastic scattering, π+ inelastic scattering, π− inelastic scattering, µ− capture, π− capture, gamma-nuclear interaction,
and others).
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Figure B.40: The number of generated neutrons per process after antineutrino-proton NCQE reactions. Top, top
middle, bottom middle, and bottom figure shows the case of BERT, BERT with the Geant4 pre-compound model,
BIC, and INCL++, respectively. Horizontal axis shows processes that generated neutrons (neutron inelastic scattering,
proton inelastic scattering, π+ inelastic scattering, π− inelastic scattering, µ− capture, π− capture, gamma-nuclear
interaction, and others).
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Figure B.41: The number of generated neutrons per process after antineutrino-neutron NCQE reactions. Top, top
middle, bottom middle, and bottom figure shows the case of BERT, BERT with the Geant4 pre-compound model,
BIC, and INCL++, respectively. Horizontal axis shows processes that generated neutrons (neutron inelastic scattering,
proton inelastic scattering, π+ inelastic scattering, π− inelastic scattering, µ− capture, π− capture, gamma-nuclear
interaction, and others).
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Figure B.42: The number of neutrons generated after NCQE reactions. Top, top middle, bottom middle, and bottom
figure shows the case of neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-neutron NCQE reac-
tions, respectively. Black, green, red, and blue line shows the case of BERT, BERT with the Geant4 pre-compound
model, BIC, and INCL++, respectively.
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Figure B.43: The total number of neutrons. Top, top middle, bottom middle, and bottom figure shows the case of
neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-neutron NCQE reactions, respectively. Black,
green, red, and blue line shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and INCL++,
respectively.
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Figure B.44: The number of neutron captures. Top, top middle, bottom middle, and bottom figure shows the case of
neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-neutron NCQE reactions, respectively. Black,
green, red, and blue line shows the case of BERT, BERT with the Geant4 pre-compound model, BIC, and INCL++,
respectively.
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Figure B.45: The number of neutron inelastic scattering reactions. Top, top middle, bottom middle, and bottom figure
shows the case of neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-neutron NCQE reactions,
respectively. Black, green, red, and blue line shows the case of BERT, BERT with the Geant4 pre-compound model,
BIC, and INCL++, respectively.
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Figure B.46: The number of generated gamma-rays per neutron inelastic scattering reaction. Top, top middle, bottom
middle, and bottom figure shows the case of neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-
neutron NCQE reactions, respectively. Black, green, red, and blue line shows the case of BERT, BERT with the Geant4
pre-compound model, BIC, and INCL++, respectively.
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Figure B.47: The number of gamma-rays generated by neutron inelastic scattering reactions. Top, top middle, bottom
middle, and bottom figure shows the case of neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-
neutron NCQE reactions, respectively. Black, green, red, and blue line shows the case of BERT, BERT with the Geant4
pre-compound model, BIC, and INCL++, respectively.
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Figure B.48: Energy of gamma-rays generated by neutron inelastic scattering reactions. Top, top middle, bottom
middle, and bottom figure shows the case of neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-
neutron NCQE reactions, respectively. Black, green, red, and blue line shows the case of BERT, BERT with the Geant4
pre-compound model, BIC, and INCL++, respectively.
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Figure B.49: Total energy of gamma-rays generated by neutron inelastic scattering reactions. Top, top middle, bottom
middle, and bottom figure shows the case of neutrino-proton, neutrino-neutron, antineutrino-proton, and antineutrino-
neutron NCQE reactions, respectively. Black, green, red, and blue line shows the case of BERT, BERT with the Geant4
pre-compound model, BIC, and INCL++, respectively.
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Table B.1: The number of neutrons generated by each process (top), the total number of neutrons and neutron captures
(center), and the number of gamma-rays (bottom) in the case of neutrino-proton NCQE reactions. The numbers of
primary neutrons and primary gamma-rays are common among secondary interaction models.

ν-p NCQE (150,214 events) BERT BERT BIC INCL++
(pre-compound)

neutron inelastic scattering 26,363 19,216 18,936 15,845
proton inelastic scattering 21,253 17,614 22,485 20,159
π+ inelastic scattering 186 191 148 143
π− inelastic scattering 137 128 161 122
µ− capture 0 0 5 2
π− capture 757 704 864 837
gamma-nuclear interaction 20 11 22 27
others 61 46 11 592
The number of generated neutrons 48,777 37,910 42,632 37,727
The number of generated neutrons per event 0.3247 0.2524 0.2838 0.2512

ν-p NCQE (150,214 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary neutrons 67,105 67,105 67,105 67,105
The number of generated neutrons 48,777 37,910 42,632 37,727
The total number of neutrons 115,882 105,015 109,737 104,832
The number of neutron captures 108,839 95,445 95,764 94,176
The number of primary neutrons per event 0.4467 0.4467 0.4467 0.4467
The number of generated neutrons per event 0.3247 0.2524 0.2838 0.2512
The total number of neutrons per event 0.7714 0.6991 0.7305 0.6979
The number of neutron captures per event 0.7246 0.6354 0.6375 0.6269

ν-p NCQE (150,214 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary gamma-rays 57,996 57,996 57,996 57,996
The number of n inel. scat. 78,045 76,194 73,851 70,923
The number of gamma-rays per n inel. scat. 2.1776 0.9422 0.9477 0.9803
The number of gamma-rays by n inel. scat. 169,947 71,788 69,987 69,524
The number of primary gamma-rays per event 0.3861 0.3861 0.3861 0.3861
The number of n inel. scat. per event 0.5196 0.5072 0.4916 0.4721
The number of gamma-rays by n inel. scat. per event 1.1314 0.4779 0.4659 0.4628
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Table B.2: The number of neutrons generated by each process (top), the total number of neutrons and neutron captures
(center), and the number of gamma-rays (bottom) in the case of neutrino-neutron NCQE reactions. The numbers of
primary neutrons and primary gamma-rays are common among secondary interaction models.

ν-n NCQE (116,031 events) BERT BERT BIC INCL++
(pre-compound)

neutron inelastic scattering 110,049 82,016 76,597 66,201
proton inelastic scattering 6,497 5,087 7,392 5,894
π+ inelastic scattering 90 62 76 70
π− inelastic scattering 413 380 474 470
µ− capture 1 9 8 7
π− capture 2,712 2,668 2,829 2,995
gamma-nuclear interaction 30 20 23 20
others 93 77 29 1,103
The number of generated neutrons 119,885 90,319 87,428 76,760
The number of generated neutrons per event 1.0332 0.7784 0.7535 0.6615

ν-n NCQE (116,031 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary neutrons 154,978 154,978 154,978 154,978
The number of generated neutrons 119,885 90,319 87,428 76,760
The total number of neutrons 274,863 245,297 242,406 231,738
The number of neutron captures 255,807 217,113 205,968 202,607
The number of primary neutrons per event 1.3357 1.3357 1.3357 1.3357
The number of generated neutrons per event 1.0332 0.7784 0.7535 0.6615
The total number of neutrons per event 2.3689 2.1141 2.0891 1.9972
The number of neutron captures per event 2.2046 1.8712 1.7751 1.7461

ν-n NCQE (116,031 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary gamma-rays 59,612 59,612 59,612 59,612
The number of n inel. scat. 263,957 258,553 230,736 224,076
The number of gamma-rays per n inel. scat. 2.1518 0.8437 0.8348 0.8524
The number of gamma-rays by n inel. scat. 567,986 218,135 192,614 191,012
The number of primary gamma-rays per event 0.5138 0.5138 0.5138 0.5138
The number of n inel. scat. per event 2.2749 2.2283 1.9886 1.9312
The number of gamma-rays by n inel. scat. per event 4.8951 1.8800 1.6600 1.6462
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Table B.3: The number of neutrons generated by each process (top), the total number of neutrons and neutron captures
(center), and the number of gamma-rays (bottom) in the case of antineutrino-proton NCQE reactions. The numbers of
primary neutrons and primary gamma-rays are common among secondary interaction models.

ν̄-p NCQE (70,695 events) BERT BERT BIC INCL++
(pre-compound)

neutron inelastic scattering 8,730 6,184 6,227 5,343
proton inelastic scattering 6,991 5,590 7,364 6,495
π+ inelastic scattering 55 53 51 63
π− inelastic scattering 24 15 35 38
µ− capture 0 0 0 0
π− capture 232 252 263 219
gamma-nuclear interaction 6 7 10 11
others 16 17 1 168
The number of generated neutrons 16,054 12,118 13,951 12,337
The number of generated neutrons per event 0.2271 0.1714 0.1973 0.1745

ν̄-p NCQE (70,695 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary neutrons 28,958 28,958 28,958 28,958
The number of generated neutrons 16,054 12,118 13,951 12,337
The total number of neutrons 45,012 41,076 42,909 41,295
The number of neutron captures 42,327 37,208 37,587 37,208
The number of primary neutrons per event 0.4096 0.4096 0.4096 0.4096
The number of generated neutrons per event 0.2271 0.1714 0.1973 0.1745
The total number of neutrons per event 0.6367 0.5810 0.6070 0.5841
The number of neutron captures per event 0.5987 0.5263 0.5317 0.5263

ν̄-p NCQE (70,695 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary gamma-rays 26,774 26,774 26,774 26,774
The number of n inel. scat. 28,557 27,634 26,734 25,778
The number of gamma-rays per n inel. scat. 2.1770 0.9886 0.9731 1.0061
The number of gamma-rays by n inel. scat. 62,170 27,319 26,014 25,936
The number of primary gamma-rays per event 0.3787 0.3787 0.3787 0.3787
The number of n inel. scat. per event 0.4039 0.3909 0.3782 0.3646
The number of gamma-rays by n inel. scat. per event 0.8794 0.3864 0.3680 0.3669
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Table B.4: The number of neutrons generated by each process (top), the total number of neutrons and neutron captures
(center), and the number of gamma-rays (bottom) in the case of antineutrino-neutron NCQE reactions. The numbers
of primary neutrons and primary gamma-rays are common among secondary interaction models.

ν̄-n NCQE (46,344 events) BERT BERT BIC INCL++
(pre-compound)

neutron inelastic scattering 32,887 23,921 22,822 19,638
proton inelastic scattering 1,554 1,322 1,871 1,492
π+ inelastic scattering 18 16 22 9
π− inelastic scattering 64 69 115 92
µ− capture 9 0 2 3
π− capture 520 531 592 642
gamma-nuclear interaction 8 4 6 3
others 26 29 4 301
The number of generated neutrons 35,086 25,892 25,434 22,180
The number of generated neutrons per event 0.7571 0.5587 0.5488 0.4786

ν̄-n NCQE (46,344 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary neutrons 59,794 59,794 59,794 59,794
The number of generated neutrons 35,086 25,892 25,434 22,180
The total number of neutrons 94,880 85,686 85,228 81,974
The number of neutron captures 88,373 75,952 71,768 71,492
The number of primary neutrons per event 1.2902 1.2902 1.2902 1.2902
The number of generated neutrons per event 0.7571 0.5587 0.5488 0.4786
The total number of neutrons per event 2.0473 1.8489 1.8390 1.7688
The number of neutron captures per event 1.9069 1.6389 1.5486 1.5426

ν̄-n NCQE (46,344 events) BERT BERT BIC INCL++
(pre-compound)

The number of primary gamma-rays 23,678 23,678 23,678 23,678
The number of n inel. scat. 87,695 86,394 77,698 76,027
The number of gamma-rays per n inel. scat. 2.1629 0.8611 0.8529 0.8782
The number of gamma-rays by n inel. scat. 189,679 74,391 66,271 66,765
The number of primary gamma-rays per event 0.5109 0.5109 0.5109 0.5109
The number of n inel. scat. per event 1.8923 1.8642 1.6765 1.6405
The number of gamma-rays by n inel. scat. per event 4.0928 1.6052 1.4300 1.4406



162 B. Other distributions

B.4 Measurement of NCQE cross section in SK-Gd

Other distributions related to Section 8 are summarized here.
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Figure B.50: The comparison of the number of gamma-rays generated by neutrino-nucleus interaction. The red line
shows the case of including others state into (s1/2)

−1 state. The blue line shows the case of including others state into
(p1/2)

−1 state. The green line shows the case of increasing (p3/2)
−1 state by 5.4%. These figures were made using

500 years’ worth of atmospheric neutrino events.
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Figure B.51: The comparison of energy of gamma-rays generated by neutrino-nucleus interaction. The red line shows
the case of including others state into (s1/2)

−1 state. The blue line shows the case of including others state into
(p1/2)

−1 state. The green line shows the case of increasing (p3/2)
−1 state by 5.4%. These figures were made using

500 years’ worth of atmospheric neutrino events.
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Figure B.52: The comparison of the number of neutrons generated by neutrino-nucleus interaction. The red line shows
the case of including others state into (s1/2)

−1 state. The blue line shows the case of including others state into
(p1/2)

−1 state. The green line shows the case of increasing (p3/2)
−1 state by 5.4%. These figures were made using

500 years’ worth of atmospheric neutrino events.
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Figure B.53: The comparison of energy of neutrons generated by neutrino-nucleus interaction. The red line shows the
case of including others state into (s1/2)

−1 state. The blue line shows the case of including others state into (p1/2)
−1

state. The green line shows the case of increasing (p3/2)
−1 state by 5.4%. These figures were made using 500 years’

worth of atmospheric neutrino events.
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