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Abstract
Purpose  The purpose of this study is to confirm whether it is possible to acquire a certain degree of diagnostic ability even 
with a small dataset using domain-specific transfer learning. In this study, we constructed a simulated caries detection model 
on panoramic tomography using transfer learning.
Methods  A simulated caries model was trained and validated using 1094 trimmed intraoral images. A convolutional neural 
network (CNN) with three convolution and three max pooling layers was developed. We applied this caries detection model 
to 50 panoramic images and evaluated its diagnostic performance.
Results  The diagnostic performance of the CNN model on the intraoral film was as follows: C0 84.6%; C1 90.6%; C2 88.6%. 
Finally, we tested 50 panoramic images with simulated caries insertion. The diagnostic performance of the CNN model 
on the panoramic image was as follows: C0 75.0%, C1 80.0%, C2 80.0%, and overall diagnostic accuracy was 78.0%. The 
diagnostic performance of the caries detection model constructed only with panoramic images was much lower than that of 
the intraoral film.
Conclusion  Domain-specific transfer learning methods may be useful for saving datasets and training time (179/250).
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1  Introduction

An artificial neural network (ANN) is a computing 
architecture modeled on the human nervous system. 
The computational model of ANN was first created by 
McCulloch & Pitts [1] in 1943 and gradually developed 
its structure. ANN had shown promising results even 
when formal analysis would be difficult or impossible, 
such as pattern recognition and pattern classification. 
Image recognition, however, was difficult for the early 
ANN because it requires much preprocessing and high-
performance GPU. Convolutional neural network (CNN) 

with max pooling layer was the epoch-making method 
that led ANN to the next step [2]. CNN is a deep learning 
algorithm containing both convolutional layers and pooling 
layers. The convolutional layer works for filtering images 
like the organization of the visual cortex. The pooling layer 
performs for reducing image size, and it makes it easier to 
extract the characteristics of the image.

Dental caries is one of the most concerns for dentists 
because treatment planning depends on whether the 
presence or absence of caries. And the depth of caries is 
also a decision-making factor for the treatment. While 
intraoral radiography is useful for diagnosing dental disease, 
panoramic tomography is commonly used as a screening 
method for caries detection and periodontal evaluation. 
Regarding the detection of caries, however, even experienced 
dentists have moderate accuracy and expertise in diagnosing 
caries. One reason for this is thought to be that panoramic 
images contain an overwhelming amount of information 
compared to intraoral images, so there are some oversights. 
Abesi et al. reported that the sensitivity of conventional film 
for the detection of caries was 0.4–0.6 [3].
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In general, deep learning requires a large amount of data 
and requires a long learning time when the image size is 
large. Therefore, we first created an intraoral caries detection 
model using intraoral films which image size is smaller than 
panoramic images. Subsequently, we applied the model to 
panoramic images with simulated caries and evaluated its 
diagnostic performance. Further, performance was assessed 
by the cross-validation method performed on panoramic 
images only.

2 � Materials and Methods

This study was performed in line with the principles of the 
Declaration of Helsinki and was approved by the bioethics 
committee of our institution (201937103). The methods 
were conducted under the approved guidelines. All the X-ray 
films in this study were collected from a database without 
extracting patients’ private information.

2.1 � Datasets

We used 300 intraoral films randomly collected from our 
hospital from 2017 to 2020. The original film had a size 
of approximately 280 × 210 pixels and was saved in “JPG” 
format. From these films, we extracted and augmented 1094 
trimmed images sized 80 by 80 pixels. Resizing and flipping 
of the image were used as data augmentation. Images were 
trimmed to avoid dental prostheses and caries (Fig. 1a). 
Next, three types of artificial caries were created, i.e., 
without caries as C0 and with caries diameters of 8 pixels 
as C1 and 16 pixels as C2. (Fig. 1b, c).

A total of 1094 images were divided into two datasets 
for training and validation. Further, each dataset contains 
three classifications of caries C0 as a caries-free image, 

C1 as a small (8 pixels diameter) caries image, and C2 as 
a large (16 pixels diameter) caries image. Distributions 
are seen in Table 1. These images were used for training 
and validating the caries detection model. In total, 895 
images were used to train the deep learning model and 
199 images were used for performance evaluation. After 
training and validation, the model was tested on the dataset 
of 50 panoramic images, and diagnostic accuracy was 
evaluated. Fifty panoramic images without both caries 
and dental prostheses were randomly collected from our 
hospital from 2017 to 2020. These films had a size of 
approximately 1024 × 542 pixels and were saved in “JPG” 
format. Artificial caries was also created in each image 
as the same procedure of intraoral film. Distributions of 
caries are shown in Table 1. Subsequently, we applied 
a caries detection model constructed using the intraoral 
films to the dataset of 50 panoramic images and evaluated 
its diagnostic accuracy.

Finally, to confirm the validity of this model, we 
compared its performance with a model trained using only 
50 panoramic images. Verification was done by the leave-
one-out cross-validation (the so-called Jackknife method). 
Each panoramic image is used once as a test set while 

Fig. 1   a Dataset images were 
cropped from the original 
intraoral film to include the 
interproximal surfaces of the 
teeth. b, c Artificial caries 
whose diameter was either 8 
pixels (b) or 16 pixels (c) were 
created

Table 1   Distribution of dataset: intraoral films and panoramic 
radiographs

Dataset C0 C1 C2 Total

Intraoral films
 Training 298 299 298 895
 Test 65 64 70 199
 Total 363 363 368 1094

Panoramic radiographs
 Test 20 15 15 50
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the remaining 49 images form the training set. And we 
repeated it 50 times.

2.2 � Network Model

We used convolutional neural networks features in the 
TensorFlow tool package to detect caries lesions. Figure 2 
shows an overview of our CNN and flowchart.

The network consists of three convolution and three max 
pooling layers. This study used rectified linear units (ReLU) 
as an activation function. All the units are fully connected in 
the last layers to output probabilities for three classes using 
the softmax function. We set the batch size as 16, and the 
number of training epochs was set to 200 in this study. The 
algorithms were running a backend on TensorFlow version 
1.4.0, and the operating system was MacOS 10.12. Both 
training and validation were executed on a GPU (Radeon Pro 
575, AMD, USA) with 8 GB memory and a 99,759 OpenCL 
score. A cross-validation model was also used with three 
convolution and three max pooling layers.

3 � Experimental Results

3.1 � Intraoral Caries Detection Model

Training and validation curves are shown in Fig. 3, where 
the blue line represents the behavior of the training 
data, obtaining a final value of 0.912, while the red line 

Fig. 2   We evaluated the 
diagnostic performance of 50 
panoramic images by a pre-
trained caries detection model 
(boxed in left figure)

Fig. 3   Training and test accuracy of caries detection modes with 200 
epochs. While epoch (X-axis) is the number of training iterations, 
accuracy (Y-axis) is the diagnostic performance of the model. The 
model was trained 200 times (epochs) using training dataset. Final 
accuracy was 0.912. Test dataset was used for validation of the 
model. Final accuracy was 0.879
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represents the behavior of the testing data, obtaining a 
final value of 0.879.

Accuracy of C0, C1, C2 was 84.6%, 90.6%, and 88.6%, 
respectively. Overall accuracy was 87.9% (Table 2).

3.2 � Panoramic Tomography

Fifty panoramic images were classified in Table  3. 
Accuracy of C0, C1, and C2 was 75.0%, 80.0%, and 80.0%, 
respectively. Overall accuracy was 78.0% (Table 3).

When the performance was evaluated based on the 
presence or absence of caries, precision, recall, and 
accuracy were 90.0%, 84.4%, and 84.0%, respectively 
(Table 4).

3.3 � Cross‑Validation Model

The result of cross-validation using only 50 panoramic 
images is shown in Table 5. Accuracy of C0, C1, and 
C2 were 50.0%, 66.7%, and 60.0%, respectively. Overall 
accuracy was 58.0%.

4 � Discussion

A deep neural network is also increasingly used in dentistry, 
such as tooth identification, caries detection, implants, and 
periodontal diseases [4–6]. Convolutional neural networks 
(CNN) are more often used for classification and object 
recognition. Prior to CNNs, we used manual and time-
consuming feature extraction methods to identify the objects 
in images [7]. However, inputting findings for individual 
cases was manual, subjective, and time-consuming.

CNNs now offer a more scalable approach to image 
classification and object recognition tasks, leveraging 
linear algebra principles, especially matrix multiplication, 
to identify the patterns in images. However, they require 
high-performance graphical processing units (GPUs) and 
many datasets to train models.

In the previous study, the accuracy of caries detection 
using deep neural networks was 82–99.2% and was almost 
correlated with the size of the dataset [1, 8–10]. According 
to the results of our study, the diagnostic ability for the 
presence or absence of caries was 84%, which seems to be 
a good performance compared to the above studies despite 
having less data. This is thought to be due to “domain-
specific” transfer learning that we applied in this study.

Transfer learning is the reuse of pre-trained models for 
new problems. It is currently very popular in deep learning 
because it allows deep neural networks to be trained with 
relatively little data [11]. Some authors have created a caries 
diagnosis on panoramic radiograph model using transfer 
learning and obtained a relatively good performance, 
and they use general-purpose pre-trained models such as 
GoogleNet, AlexNet, and ResNet with a large amount of 

Table 2   Result of intraoral caries detection model

Number of simulated caries Total

C0 C1 C2

Number of CNN’s 
output

 C0 55 4 3 62
 C1 8 58 5 69
 C2 2 2 62 66

Total 65 64 70 199

Table 3   Result of panoramic caries detection model

Number of simulated caries Total

C0 C1 C2

Number of CNN’s 
output

 C0 15 2 1 18
 C1 3 12 2 17
 C2 2 1 12 15

Total 20 15 15 50

Table 4   Result of “presence or absence” Panoramic caries detection 
model

Number of simulated caries Total

C0 C1 or 2

Number of CNN's 
output

 C0 15 3 18
 C1 or C2 5 27 32

Total 20 30 50

Table 5   Result of cross-validation model

Number of simulated caries Total

C0 C1 C2

Number of CNN’s 
output

 C0 10 2 3 15
 C1 4 10 3 17
 C2 6 3 9 18

Total 20 15 15 50
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data [12, 13]. In transfer learning, the higher the relevance 
between data, the higher the learning effect [14]. Riaan et al. 
created two models with natural images and brain MRI 
images as source domains for diagnosing brain diseases and 
found that the model with brain images as the source domain 
provided higher diagnostic accuracy [15]. In this study, 
we made a diagnosis of panoramic images using intraoral 
images instead of general-purpose pre-trained models as the 
source domain. Since the features of caries are the same for 
both, it is thought that the effect of transfer learning will be 
higher.

The accuracy of the model trained by panoramic images 
was about 10% lower than that of trimmed intraoral images 
in this study. This is because the image quality of panoramic 
tomography is inferior to that of intraoral radiography and 
there are many anatomical structures of the maxillofacial 
region other than teeth in the panoramic image. Therefore, in 
diagnosing panoramic images, it may be possible to improve 
accuracy by trimming only the jaw part as preprocessing.

As expected, the results of cross-validation method using 
only panoramic images showed a fairly low accuracy rate 
of 58%. This result is probably due to the absolute lack of 
data; more data or preprocessing of augmentation is needed 
to improve performance.

The main benefits of transfer learning include saving 
resources and training time. In this study, we used a small 
dataset of the panoramic image. It is well known that 
learning with a small amount of data causes the problem of 
“overfitting,” but this risk can be avoided by using a model 
constructed by transfer learning as in this case.

This study used images with artificial caries instead of 
natural ones. This is because this study aimed to examine 
whether the caries diagnosis model constructed from 
intraoral images can be applied to panoramic images. 
Therefore, it was necessary to make the size of the caries 
as simple as possible and to remove the dental prosthesis 
from the image. Since this study proved the effectiveness 
of transfer learning using simulated intraoral images, a 
practical model using clinical images should be evaluated 
next. Intraoral radiography is the most important diagnostic 
tool for dentists. Intraoral radiography allows us to diagnose 
almost all dental-related diseases, including caries, 
periodontitis, periapical lesions, and implants. On the other 
hand, although panoramic imaging is inferior to intraoral 
imaging in terms of image quality, it is ideal for screening 
because the imaging area is large. This time, we focused on 
caries and demonstrated that transfer learning using intraoral 
film as the source domain is effective for a diagnostic model 
using panoramic radiography. We expect that the method in 
this study can be applied not only to caries detection but also 
to diagnose periapical lesions, tooth fractures, and alveolar 
bone resorption. The application of domain-specific transfer 

learning is very effective in analyzing small amounts of data 
and is expected to develop further in future.

5 � Conclusion

Within the limitations of this preliminary study, we have 
developed a model to detect caries on panoramic images 
using domain-specific transfer learning and investigated 
its performance. CNN attained desirable performance with 
a small amount of dataset. This method improves model 
accuracy with less data and training time and could be 
applied to image diagnosis of other dental diseases.
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