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Abstract 

In daily life, humans are often surrounded by stimuli from different sensory 

modalities (e.g., auditory, visual, tactile). To better master external circumstances, the 

human brain must integrate different sensory signals to sufficiently perceive the 

external environment. In particular, approximately 80% of information is derived 

from auditory and visual channels. The ability to integrate visual and auditory signals 

into complete and coherent cognition is highly dependent on audiovisual integration 

(AVI), which not only facilitates instant perception performance, but also enables 

subsequent cognitive performance. Imagine that you must keep the phone number of a 

new friend in your mind. The memory encoding process will be facilitated if you 

write the number down while your friend repeats it aloud, or suppressed if you write it 

down while your friend makes an irrelevant joke. Although evidence has shown that 

visual working memory (WM) retrieval can be accelerated by previous semantically 

congruent AVI, it remains controversial whether faster memory retrieval is contributed 

to by a coherent multisensory representation or a modality-specific unisensory 

representation. The multisensory evidence indicates that the formation of a coherent 

multisensory representation is contributed to by semantically congruent AVI. Early 

multisensory studies reported that the benefits of coherent multisensory representation 

for unisensory perception performance were asymmetric. Compared with visual 

perception performance, less effective auditory perception performance can lead to 

more multisensory benefits. Some studies have also found that asymmetric perception 

performance can modulate subsequent cognitive processing. A possible research plan 
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for exploring this unresolved question is investigating unisensory (i.e., visual and 

auditory) WM performance in different multisensory memory encoding environments. 

The main aim of this present thesis was to explore how semantic audiovisual 

interactions differentially modulate subsequent unisensory WM performance. 

For Part 1, we examine whether semantically congruent AVI during the encoding 

stage of short-term memory (STM) can differentially modulate subsequent unisensory 

visual and auditory STM performance by applying a delayed matching-to-sample 

paradigm (DMS). The reaction time (RT) results revealed significantly faster 

unisensory short-term retrieval performance under the semantically congruent 

audiovisual encoding condition. The findings of the present study suggest that the 

formation of coherent multisensory representation might be optimized by semantically 

congruent multisensory integration with modal-based attention in memory encoding, 

and can be rapidly triggered by subsequent unisensory memory retrieval demands. For 

exclusively accelerated auditory short-term retrieval, we assert that the formation of a 

coherent multisensory representation is strengthened by a semantically congruent 

visual stimulus that is not the attentional focus during the memory encoding stage. 

Importantly, during the memory retrieval stage, a less effective auditory stimulus can 

trigger optimized multisensory representation, thereby facilitating rapid memory 

retrieval processing. Notably, DMS has been widely used in previous STM and WM 

studies. To further evaluate the possibility that unisensory memory retrieval was also 

involved in WM but not limited to STM, we evaluated the reliability of the results 

under three interference conditions: distractor, interruption, and no interference. For 

the interruption condition, the RT outcomes showed a significant difference in visual 
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WM retrieval between semantically congruent bimodal memory encoding and 

unimodal memory encoding. These findings indicate that semantically congruent 

bimodal encoding accelerates unisensory STM and WM retrieval. 

For Part 2, based on Part 1, we further examine whether the interaction benefits 

between semantically congruent AVI and top-down attention can further modulate the 

subsequent unisensory visual and auditory WM retrieval performance. The results 

reconcile and extend previous multisensory WM studies by demonstrating that a 

semantically congruent, bimodal presentation with divided-modality attention can 

accelerate subsequent unisensory WM retrieval, especially less effective auditory WM 

retrieval. This outcome signals that a sufficient semantically congruent bimodal 

presentation (e.g., divided-modality attention) not only facilitates immediate behavioral 

perceptual performance, but can also strongly impact subsequent unisensory WM 

performance. Moreover, compared with insufficient multisensory integration (e.g., 

modality-specific selective attention), sufficient multisensory integration (e.g., 

divided-modality attention) requires more resources for an individual to fully encode 

and integrate visual and auditory information and maintain a robust multisensory 

representation, leading to fewer available resources for subsequent unisensory WM 

retrieval. In particular, we conducted a control experiment to evaluate whether 

participants remembered the visual or auditory stimulus by using the verbal naming 

method. In line with our previous experimental outcomes, the results of the control 

experiment also demonstrated faster auditory memory retrieval under semantically 

congruent AVI with divided-modality attention, indicating that the verbal naming effect 

was not an important factor for faster auditory memory retrieval. One possibility we 
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cautiously suggest is that dividing attentional resources into two modalities might lead 

to sufficient multisensory integration and then the formation of a robust multisensory 

representation. 

For Part 3, based on Part 2, we further examine whether interaction between 

semantically congruent AVI and top-down attention can differentially modulate 

unisensory visual and auditory WM performance by affecting the memory encoding 

or retrieval stage. The first experiment evaluated whether unisensory WM retrieval 

benefited from semantically congruent AVI. The findings only point to a weak 

significant difference for auditory WM retrieval under the semantically congruent and 

incongruent multisensory retrieval conditions. Then, the second experiment assessed 

whether unisensory WM retrieval not only benefited from multisensory retrieval 

benefits, but also from multisensory encoding benefits. For visual WM retrieval, a 

significantly faster RT was noted when semantically congruent audiovisual pairs were 

presented during the memory encoding and retrieval stages of WM, indicating that the 

formation of a coherent multisensory representation was facilitated by semantically 

congruent audiovisual encoding, and that the visual probe triggered the multisensory 

representation even under the task-irrelevant, auditory stimulus interference condition. 

For auditory WM retrieval, faster memory retrieval was only observed in semantically 

congruent audiovisual encoding conditions. It is reasonable to assume that a coherent, 

robust multisensory representation was constructed during semantically congruent 

multisensory memory encoding because of task irrelevance, but semantically 

congruent visual stimuli provide more redundant information. Then, during the WM 

retrieval stage, a less effective auditory stimulus can trigger an optimized multisensory 
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representation and achieve rapid memory retrieval processing.  

In sum, first, we found that unisensory WM retrieval (i.e., especially auditory 

modality) can be accelerated by previous semantically congruent AVI, signaling the 

possibility that the formation of a coherent multisensory representation was 

contributed to by semantically congruent AVI. Furthermore, we found that a 

semantically congruent bimodal presentation with divided-modality attention can 

accelerate subsequent unisensory WM retrieval, especially less effective auditory WM 

retrieval, highlighting the possibility that the formation of multisensory representation 

strongly depends on adequate attentional resources. Finally, we observed that auditory 

memory retrieval can gain more multisensory benefits from the memory encoding stage 

but not the retrieval stage, suggesting that the memory retrieval stage may depend 

more on the extent to which the probe information overlaps with the previously 

encoded information. In particular, a less effective auditory probe can trigger a 

coherent multisensory representation and then achieve rapid memory retrieval 

processing, regardless of whether the semantic information provided by a 

task-irrelevant visual stimulus is congruent or incongruent. 

 

 

Key words: Audiovisual integration, Semantic congruency, Unisensory working 
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Chapter 1 Introduction 

 

Summary 

First, this chapter introduces the concept of audiovisual integration (AVI) and its 

constraints, including low-level spatiotemporal congruency and high-level semantic 

congruency, as well as its interaction with top-down attention. Second, this chapter examines 

semantically congruent audiovisual benefits for subsequent memory performance. Third, this 

chapter delves into the unresolved question between multisensory integration and working 

memory. Finally, this chapter provides a research framework for exploring the unresolved 

question: Are auditory and visual information stored in modality-specific, unisensory storage 

(e.g., separate visual and auditory representation) or central storage (i.e., multisensory 

representation) in WM? 
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1.1 Audiovisual Integration 

To sufficiently understand external circumstances, the human brain must integrate 

information from different channels to construct a unified perception. In daily life, 

multisensory experiences can provide useful information for perceiving the environment. For 

example, when a person must walk across the street, he or she must notice a car coming and 

hear the sound of its horn in traffic; such a multisensory experience could facilitate the 

individual’s motor actions to move out of the way of the oncoming vehicle. The ability to 

integrate visual and auditory stimuli to identify a relevant and salient stimulus is highly 

dependent on mechanisms of AVI. 

AVI involves the cognitive process in which signals derived from visual and auditory 

sensory systems are integrated into a coherent percept and then lead to higher accuracy [1], 

faster reaction times (RTs) [2], or greater perception precision [3]. In the last two decades, 

numerous studies have reported that integration efficiency is modulated by several constraints 

between different channels such as low-level spatiotemporal congruency [4, 5], high-level 

semantic relationships, [6] and top-down attention [7]. The facilitation effect of 

spatiotemporal congruence has been attributed to the increased neural firing rate of 

multisensory neurons in the superior colliculus. However, such a theoretical framework 

cannot account for the facilitated behavioral performance of multisensory inputs with 

congruent semantic content or top-down attention. 

1.1.1 Spatio-temporal congruency 

Early multisensory studies report that the near-simultaneous presentation of visual and 

auditory stimuli in the same location results in multisensory integration of audiovisual stimuli 
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and then facilitates a behavioral response (e.g., the spatiotemporal rule). The rule of 

spatiotemporal congruency contains two important factors: spatial congruency and temporal 

synchrony. For spatial congruency, a famous example is the Ventriloquist effect (VE), which 

implies visual information influencing the perception of an auditory stimulus based on spatial 

congruency. During the VE experiment, sound is perceived as originating from a different 

source due to the perception of a visual stimulus, despite a spatial discrepancy in the sound 

source and visual stimulus [8]. For temporal synchrony, multisensory studies showed 

significantly faster RTs for audiovisual stimuli with congruent temporal relationships [9, 10]. A 

famous example is the Pip and Pop phenomenon whereby a visual object pops out from a 

complex environment by providing a sound with a synchronous temporal relationship [11]. 

One possible explanation is that the temporal information of the auditory signal is integrated 

with the visual signal, generating a relatively salient emergent feature that automatically 

draws attention. For the neural substrates of spatiotemporal congruency, electrophysiological 

studies suggest that deep layers of the superior colliculus cortex contain multisensory neurons 

that multiply their firing rate when two stimuli of different modalities are presented in close 

spatial and temporal proximity. If two stimuli are temporally asynchronous or spatially 

incongruent, the firing rates of multisensory neurons are greatly reduced or even inhibited [12, 

13]. 

 

1.1.2 Semantic congruency 

Semantic congruency means that the semantic content of visual and auditory stimuli 

belongs to one object (e.g., a picture of a cat along with the sound “meow”). Similarly, 

semantic incongruency indicates that the semantic content belongs to different objects (e.g., a 



  Chapter 1 Introduction 

 

   4 

picture of a cat along with a barking sound). Numerous multisensory studies have reported 

that semantically congruent bimodal stimuli may produce better behavioral performance (e.g., 

a faster RT) than unimodal stimuli, and no enhanced effect has been found for semantically 

incongruent audiovisual stimuli [14, 15]. One possible explanation is the crossmodal semantic 

congruency involved in memory representation matching, which implies that semantically 

congruent audiovisual stimuli will gain faster feedback, while semantically conflicting 

audiovisual stimuli will update the representation and lead to weak behavioral performance 

(i.e., predictive coding theory, [16, 17]). 

Some neuroimaging evidence also provides strong evidence by showing that the cortical 

network of AVI is closely associated with semantic processing-related cortex networks 

[18-20]. For example, Zheng et al. (2017) found that both superior temporal regions and the 

medial prefrontal cortex are involved in the integration of speech and lip movements. In 

particular, significant activations in the right middle and superior temporal gyri were found 

when the localization of sound sources was semantically congruent with visual stimuli [21]. 

Additionally, Beauchamp et al. discovered that the posterior superior temporal sulcus 

responded more strongly to audiovisual stimuli with congruent semantic relationships than to 

either auditory or visual stimuli [22]. 

Additionally, the evidence suggests that crossmodal semantic relevance involves 

higher-level cognitive processing and has deep interrelationships with attention [23, 24]. For 

example, some studies have shown that the temporoparietal junction (TPJ) [25] and the 

anterior temporal lobe (ATL) [18] have been widely considered to play a key role in 

crossmodal  formation of semantic representations. Semantic information interacts within 

multiple cortical regions,  some of which may act as hubs comprising a cortical network 

related to the stage of semantic integration. Thus, it is necessary to explore how semantic 
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congruency interacts with attention allocation mechanisms to influence crossmodal 

integration processing. 

1.1.3 The effect of top-down attention on semantically congruent audiovisual 

integration 

Top-down attention refers to the voluntary allocation of attention to special modality 

stimuli, features, or locations [26-28]. Imagine that you must voluntarily allocate limited 

attentional resources to finish your test paper within 10 minutes. Attention is not only 

voluntarily directed, but can also be attracted by a salient, task-irrelevant modality stimulus. 

For example, even though you must devote limited attentional resources to your test paper, 

your attention will be drawn by an unexpected alarm. In this thesis, we only focus on 

top-down, voluntary attention. 

Previous multisensory studies have reported that behavioral facilitation effects for 

semantically associated stimulus components might also be modulated by top-down attention. 

Different attentional focuses have a differential modulatory effect on semantically congruent 

or incongruent multisensory perceptions [29, 30]. Evidence indicates that the multisensory 

benefit is weaker when attention is voluntarily directed toward one modality (i.e., 

modality-specific selective attention) compared with two modalities (i.e., divided-modality 

attention). For example, Mozolic et al. (2008) found that perceptual performance regarding 

semantically congruent multisensory stimuli was enhanced by divided-modality attention 

compared with modality-specific selective attention. In contrast, for semantically incongruent 

multisensory stimuli, behavioral decrements were greater for the divided-modality attention 

condition than for the modality-specific selective attention condition [31]. 

Additionally, some multisensory studies imply that the formation of a robust multisensory 
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memory representation also depends on sufficient multisensory integration with 

divided-modality attention [32, 33]. Research shows that simultaneously attending to two 

modalities guarantees sufficient resources for multisensory integration. However, attending to 

one modality can cause a reduced amount of information available in the task-irrelevant 

modality and can lead to insufficient multisensory integration [34]. Thus, stronger 

multisensory facilitation under divided-modality attention conditions can also positively 

influence the formation of an even more robust multisensory representation. Hence, sufficient 

multisensory integration can contribute to the formation of a robust multisensory 

representation during semantically congruent multisensory integration with divided-modality 

attention conditions. Neuroimaging studies also support this view and suggest that the 

formation of a coherent multisensory representation is especially facilitated when top-down 

attention is engaged in semantically congruent multisensory integration. For example, the ATL 

might act as a central hub, linking the cortical networks that respond to top-down attention and 

semantically congruent multisensory integration [18]. 

 

1.2 Working memory 

WM is a capacity-limited system that can temporarily store and manipulate information 

within a short period [35-37]. The concept of WM was first coined by Baddeley and Hitch 

(1974), who proposed a multiple-component model where information is stored in two 

domain-specific subsystems (e.g., the phonological loop and the visuospatial sketchpad) that 

are directed by a supervisory attention system (e.g., the central executive) [38]. The 

phonological loop is responsible for the short-term maintenance of speech-based and acoustic 
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items. The visuospatial sketchpad maintains visually and/or spatially encoded items. Some 

recent studies have found that unisensory information comes from the phonological loop and 

that the visuospatial sketchpad can be integrated into a single unified representation [39]. 

1.2.1 The multisensory benefits for working memory 

Imagine that you must keep the phone number of a new friend in your mind. The memory 

encoding process will be facilitated if you write the number down while your friend repeats it 

aloud, or suppressed if you write it down while your friend makes an irrelevant joke. This 

scenario indicates the possibility that the memory encoding process can be driven by 

multisensory integration. 

Early research on multisensory WM highlighted a bimodal recall advantage, suggesting 

that a multisensory representation is more robust and easier to recall [40, 41]. For example, 

Thompson and Paivio (1994) showed that the recall accuracy of the bimodal presentation 

condition (i.e., when pictures and sounds are presented together) was significantly higher than 

that of the unimodal conditions in the context of incidental learning instructions [42]. This 

result supports the hypothesis that auditory and visual components of audiovisual objects are 

functionally independent in memory; the work of Thompson and Paivio was also one of the 

first studies to imply a cognitive advantage of the bimodal format of presentation with respect 

to the unimodal format. Further, multisensory integration is necessary to form a multisensory 

memory representation [43]. However, the issue of whether bimodal presentation with 

(in)congruent semantic relationships can further modulate subsequent WM performance 

remains poorly understood. 

Recently, Xie et al. (2017) reported faster visual WM retrieval in a semantically congruent 

audiovisual WM encoding condition compared to a unisensory visual-only or auditory-only 
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WM encoding condition. Further standardized low-resolution brain electromagnetic 

tomography (sLORETA) outcomes revealed that the posterior parietal cortex (PPC) could play 

a central executive (CE) role that can integrate the initially processed sensory information from 

the visual-spatial sketchpad and phonological loop into a unified multisensory representation, 

leading to faster visual WM retrieval [44]. A more recent functional magnetic resonance 

imaging (fMRI) study by Xie et al. (2019) found separate brain networks for maintaining 

semantically congruent and incongruent audiovisual encoding information; for example, the 

left parietal cortex (e.g., left angular gyrus, supramarginal gyrus, and precuneus) responded 

exclusively to maintain semantically congruent audiovisual encoding information, while the 

bilateral angular, left superior parietal lobule, and middle temporal gyrus were exclusively 

activated while preserving semantically incongruent audiovisual encoding information [45]. 

In particular, according to the integrated perception-cognition theory developed by 

Schneider et al. (2000), highly efficient perception processing could leave more resources for 

subsequent higher-order cognitive function processes. In contrast, devoting too many 

processing resources to perception may result in insufficient resources being available for 

subsequent higher-order processing, such as WM [46]. This theory is appropriate for 

explaining the delayed benefits of bimodal presentation for subsequent memory performance. 

Frtusova et al. (2013 and 2016) suggested that improved WM performance is related to the 

degree of audiovisual speech integration [47, 48]. The author supports and extends the 

integrated perception-cognition theory, suggesting that audiovisual speech integration can 

efficiently facilitate perceptual processing, thus leaving more resources available for WM 

processing. 
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1.2.2 The open question in multisensory working memory studies 

Although a bimodal audiovisual encoding advantage has been widely reported in previous 

multisensory WM studies, it remains an open question: Are auditory and visual information 

stored in modality-specific, unisensory storage (e.g., separate visual and auditory 

representation) or central storage (i.e., multisensory representation) in WM? See Fig. 1 

Some studies support the notion of distinct storage systems for sensory information from 

separate modalities [42]. In terms of the dual code theory developed by Thompson and Paivio 

(1994), the bimodal advantage exists because bimodal stimuli are represented by two codes, 

while unimodal stimuli are represented by a single code [42]. Consequently, the representation 

of bimodal stimuli would appear to be more robust and also easier to recall than unimodal 

stimuli. Memory traces reflect all components of past experiences and, in particular, their 

sensory properties, actions performed on objects in the environment, and people’s emotional 

states. Memory traces are therefore distributed across multiple neuronal systems that code the 

multiple components of experiences (the Act-In model, Versace, 2014) [49]. Additionally, 

according to the view of memory trace redintegration, memory retrieval is closely associated 

with the encoded operation. This means that the unisensory probe can activate the unisensory 

memory trace, but can also activate other channel memory traces [50]. 
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Fig.1 Two classical opinions for memory representation storage. (A) Modality-specific unisensory 

storage opinion. Visual and auditory signals are processed at the sensory level during the retrieval stage. 

Then, visual and auditory probes of memory retrieval can separately trigger their own representation. (B) 

Central storage opinion. Visual and auditory signals are processed at the sensory level during the retrieval 

stage. Then, visual and auditory probes of memory retrieval can trigger a coherent multisensory 

representation. 

 

Some other studies support the notion of central storage; for example, Xie et al. (2017) 

investigated the neural substrates of semantically congruent audiovisual WM encoding by 

using event-related potential (ERP) methods [44]. For the behavioral results, visual WM 

retrieval speed was accelerated by semantically congruent audiovisual encoding compared 

with the visual-only encoding condition. The ERP evidence for simultaneous audiovisual 
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stimuli differed from the ERP for the sum of unisensory constituents during the encoding 

stage and occurred within a 236–530 ms timeframe over the frontal and parietal-occipital 

electrodes. The author suggested that the PPC might play a CE role as it not only allocated 

limited attentional resources for the two modalities, but also integrated the different pieces of 

sensory information into a single unified multisensory representation. In a recent study, by 

using fMRI measurements, Xie et al. (2019) obtained results that further support the central 

storage theory by highlighting a separate cortex network for storing a coherent multisensory 

representation (e.g., left angular gyrus, supramarginal gyrus, and precuneus), as well as a 

modality-specific unisensory representation (e.g., bilateral angular, left superior parietal 

lobule, and left middle temporal gyrus) [45]. 

1.3 A research framework for investigating the open question 

Although previous studies provide possible evidence, central storage theory offers an 

explanation to account for semantically congruent AVI during the encoding stage of WM. 

However, faster visual WM retrieval contributed to by semantically congruent multisensory 

encoding cannot exclude the possibility that a visual probe could trigger a visual and auditory 

memory representation twice (i.e., modality-specific separate storage) but not a multisensory 

representation (i.e., central storage). 

Perception and cognition processes may share an overlapping resource pool, and highly 

efficient perception processing (i.e., multisensory integration) may render more resources for 

subsequent cognitive performance (i.e., integrated perception-cognition theory, [46]). Some 

multisensory evidence has been reported whereby visual WM retrieval can be accelerated by 

multisensory integration with congruent semantic relationships. Based on this theory, it is 
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reasonable to assume that unisensory visual and auditory WM retrieval could also benefit 

from previous semantically congruent multisensory memory encoding. In particular, prior 

multisensory studies indicate that instant auditory discrimination is facilitated especially by 

semantically congruent audiovisual pairs [51]. Thus, similar to exclusively facilitated 

perceptual auditory discrimination performance, auditory WM performance may also 

exclusively benefit from a coherent multisensory representation compared to visual WM 

performance. 

Additionally, multisensory evidence has shown that the multisensory benefit is weaker 

when attention is directed toward one modality compared with two modalities [31]. 

Furthermore, different attentional focuses have a differential modulatory effect on 

semantically congruent or incongruent multisensory integration [30]. For example, Mozolic et 

al. (2008) found that perceptual performance regarding semantically congruent multisensory 

stimuli was enhanced by divided-modality attention compared with modality-specific 

selective attention [31]. In contrast, for semantically incongruent multisensory stimuli, 

behavioral decrements were greater for the divided-modality attention condition than for the 

modality-specific selective attention condition. Therefore, it is reasonable to assume that 

attention modulates memory encoding by influencing representation formation, and both 

unisensory visual and auditory WM retrieval can differentially benefit from previous 

semantically multisensory integration with top-down selective and divided attention. 

Finally, using the N-back paradigm, one study investigated the effect of audiovisual 

verbal integration benefits on encoding as well as the retrieval stage of WM [52]. The results 

revealed faster visual and auditory WM retrieval when semantically congruent audiovisual 

pairs were only presented during the retrieval stage, but not during the encoding stage. The 

author indicated that although audiovisual semantic congruency facilitates the formation of 
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multisensory representations, however, unisensory WM retrieval is exclusively benefited 

from the audiovisual semantic congruency of memory retrieval stage. Similar to the work of 

Brunetti, it is reasonable to assume that unisensory visual and auditory WM performance also 

differentially benefit from non-verbal AVI (i.e., pictures with corresponding sounds) during 

the encoding or retrieval stages of WM. 

Thus, according to the content discussed above, we designed a research framework for 

exploring whether a semantically congruent audiovisual presentation can lead to central or 

modality-specific unisensory storage. We focused on unisensory visual and auditory WM 

retrieval performance under three conditions (experiments): (1) audiovisual semantic 

congruency, (2) the interaction of audiovisual semantic congruency and top-down attention, 

and (3) the interaction of audiovisual semantic congruency and top-down attention during the 

encoding or retrieval stages of WM. For Chapter 2, we investigate the benefits of 

semantically congruent AVI on unisensory WM retrieval, which can provide evidence that 

unisensory WM retrieval is asymmetric. This study is similar to research on perception 

evidence, which has reported that perceptual auditory discrimination exclusively benefits 

from multisensory presentation. If auditory WM retrieval exclusively benefits from AVI, we 

can tentatively assume that such asymmetric facilitation is caused by a coherent multisensory 

representation (i.e., central storage theory). Based on Chapter 2, Chapter 3 further focuses on 

the benefits of semantically congruent AVI with top-down attention on unisensory WM 

retrieval. The aim of Chapter 3 was to explore the possibility that a coherent multisensory 

representation can be modulated by attentional focus, and the strength of a multisensory 

representation can become more deeply associated with subsequent unisensory WM retrieval. 

Similarly, based on Chapter 3, Chapter 4 investigates whether unisensory WM retrieval is 

differentially modulated by semantically congruent AVI during the encoding or retrieval 
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stages of WM. We can further explore whether unisensory WM retrieval gains more benefits 

from a coherent multisensory representation during the encoding or retrieval stages of WM. 

For details, see the research framework in Fig. 2. 

 

 

 

Fig.2 The research framework of this thesis. First, the present study focuses on the effect of crossmodal 

audiovisual semantic congruency on unisensory WM retrieval. The aim of this step was to determine 

whether unisensory memory retrieval is associated with a coherent multisensory representation. Second, 

the thesis centers on the beneficial effects of attentionally mediated multisensory integration for 

subsequent unisensory WM retrieval. This aim of this step was to examine the possibility that coherent 

multisensory formation could be modulated by top-down attention. Finally, this thesis scrutinizes the effect 

of attentionally mediated multisensory integration during the encoding and retrieval stages of WM. This 

aim of this step was to establish whether unisensory WM retrieval receives more benefits from an 
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attention-optimized multisensory representation during the encoding or retrieval stages. 

1.4 The purpose of the present thesis 

The main aim of this thesis was to investigate the benefits of semantic audiovisual 

interactions for subsequent unisensory WM. 

Chapter 1 introduces the concept of AVI, WM, and the benefits of AVI for WM. In 

particular, an unresolved question between AVI and WM is mentioned. A research framework 

was designed to explore the unresolved question. Finally, the purpose and content of the 

thesis are briefly described. 

Chapter 2 describes how semantically congruent AVI during the encoding stage of 

short-term memory (STM) can differentially modulate subsequent unisensory visual and 

auditory WM performance by applying the DMS paradigm, which has been widely used in 

previous studies on STM and WM. Additionally, we conducted a control experiment to 

evaluate the possibility that unisensory memory retrieval may be involved in WM, but not 

limited to STM. 

Chapter 3 describes whether the interaction of semantically congruent AVI and 

top-down attention can further modulate subsequent unisensory visual and auditory WM 

performance. In particular, we conducted a control experiment to determine whether 

participants’ memory could be affected by the visual or auditory stimulus by using a verbal 

naming method. 

Chapter 4 describes whether the interaction of semantically congruent AVI and 

top-down attention can differentially modulate unisensory visual and auditory WM 

performance by affecting the encoding or retrieval stages. The first experiment assessed 
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whether unisensory WM retrieval benefits from multisensory retrieval but not multisensory 

encoding. Then, the second experiment evaluated whether unisensory WM retrieval not only 

benefits from multisensory retrieval, but also from multisensory encoding. 

Chapter 5 presents general conclusions based on the findings of these experiments. 

Future challenges are also described.
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Chapter 2 Benefits of Semantically Congruent Audiovisual 

Integration on the Encoding Stage of Unisensory  

Working Memory 

 

Summary 

Evidence has shown that the multisensory integration benefits of unisensory 

perception performance are asymmetric, and that auditory perception performance can 

receive more multisensory benefits, especially when attention is directed toward a 

task-irrelevant visual stimulus. At present, it remains unclear whether the benefits of 

semantically (in)congruent multisensory integration with modal-based attention for 

subsequent unisensory short-term memory (STM) retrieval are also asymmetric. Using 

a delayed matching-to-sample paradigm, we investigated this issue by manipulating the 

attentional focus during multisensory memory encoding. The results revealed that both 

visual and auditory STM retrieval reaction times (RTs) were faster under semantically 

congruent multisensory conditions than under unisensory memory encoding conditions. 

We suggest that the formation of a coherent multisensory representation might be 

optimized by restricted multisensory encoding, and can be rapidly triggered by 

subsequent unisensory memory retrieval demands. Crucially, auditory STM retrieval is 

exclusively accelerated by semantically congruent multisensory memory encoding, 

indicating that the less effective sensory modality of memory retrieval relies more on 

the coherent prior formation of a multisensory representation optimized by 

modal-based attention. Additionally, a following control experiment indicate the 

delayed multisensory benefits also facilitate WM retrieval. 
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2.1 Background 

Combining inputs from individual sensory stimuli is essential for sufficiently perceiving 

the real-world environment. Multisensory integration describes the cognitive process in which 

signals derived from different sensory systems are integrated into a coherent percept, thereby 

leading to higher accuracy [1], faster reaction times [2] or higher perception precision [3]. 

Previous multisensory studies in animals indicate that integration efficiency is modulated by 

several constraints between different channels, such as low-level spatiotemporal congruency 

[4] and high-level semantic relationships [6]. The facilitation effect of spatiotemporal 

congruence has been considered due to the increased neural firing rate of multisensory neurons 

in the superior colliculus. However, such a theoretical framework cannot account for the 

facilitated behavioral performance of multisensory inputs with congruent semantic contents. 

Multisensory studies have shown that perceptual performance is enhanced or attenuated 

depending on whether visual- and auditory-channel shared semantic contents belong to the 

same object [15]. For instance, Laurienti et al. (2004) reported significantly faster visual 

discrimination when participants responded to congruent audiovisual stimuli (e.g., a blue circle 

with a sound “blue”) and suggested that whether the human brain can bind individual visual 

and auditory signals to one perceptual unit depends on the congruent semantic relationship of 

the audiovisual pair. It is worth noting that semantically congruent audiovisual integration 

facilitates not only instant perception performance but also subsequent cognitive performance. 

Imagine that you must keep the phone number of a new friend in your mind. The memory 

encoding process will be facilitated if this friend writes the number while repeating the number 
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in the friend’s own voice; alternatively, it will be suppressed if the friend writes the number 

while making an irrelevant joke. 

Recently, using a delayed matching-to-sample paradigm (DMS), Xie et al. (2017) 

reported that visual working memory retrieval was accelerated by previous semantically 

congruent audiovisual encoding compared with the visual-only encoding condition. In 

particular, it must be noted that overall higher accuracy rates (i.e., 95%) were found under all 

encoding conditions, indicating that the DMS paradigm cannot sufficiently tax working 

memory resources. The DMS paradigm might be an appropriate paradigm for evaluating 

short-term memory (STM) and has been widely investigated in recent STM studies [53, 54]. In 

particular, in previous multisensory memory studies, participants were asked to divide their 

attention between visual and auditory stimuli during multisensory encoding [44]. However, if 

the semantic information of visual and auditory stimuli is conflicting, divided attention toward 

two modalities (e.g., a cat picture with the sound of a dog) might increase susceptibility to a 

distractor (e.g., the sound of a dog) and lead to impaired encoding of the target modality (e.g., 

a cat picture) stimulus into memory [55], further impacting target modality memory retrieval. 

Importantly, such interference might be destructive for subsequent auditory memory retrieval 

according to previous studies reporting that auditory perceptual performance can be strongly 

affected by task-irrelevant visual stimuli, but not vice versa (visual dominance effect, [56]). 

Additionally, previous studies showed that crossmodal semantic congruency could 

facilitate visual perception performance by reallocating attention resources to target stimuli 

[57], while attention can also directly modulate the integration efficiency of semantically 

congruent multisensory stimuli [2, 31]. For example, Mastroberardino et al. (2015) reported 

that semantically congruent audiovisual pairs could positively facilitate subsequent visual 

Gabor discrimination only when the spatial location of Gabor was congruent with those of 



Chapter 2 Benefits of Semantically Congruent Audiovisual Integration on the Encoding 

Stage of Unisensory Working Memory 

 

  20 

previous audiovisual pairs, indicating that crossmodal semantic congruence generates a 

processing bias associated with the location of congruent pictures by capturing visual attention. 

For the latter, previous multisensory studies reported that the integration efficiency was 

restricted when the attention focus was directed toward one modality (called “modal-based 

attention”, [31]) compared to the case of divided attention resources directed toward both 

modalities. Importantly, some previous studies have further indicated that unisensory 

behavioral performance differentially benefits from restricted multisensory integration [31, 51]. 

Poorly perceptible unisensory signals, such as auditory signals, can gain more multisensory 

benefits from task-irrelevant visual signals, but not vice versa. For instance, one study reported 

that auditory object discrimination could benefit from previous semantically congruent 

audiovisual pairs with modal-based attention [51]. This evidence might indicate that 

semantically congruent multisensory integration with modal-based attention can also 

differentially modulate the subsequent unisensory STM performance. 

The present study investigated the effect of semantically (in)congruent audiovisual 

integration on subsequent unisensory STM performance by manipulating the attention focus 

toward the visual or auditory modality. Participants were asked to selectively focus on one 

modality while ignoring another task-irrelevant stimulus during multisensory encoding. This 

method has been widely used in traditional multisensory integration [32, 33] as well as 

multisensory recognition memory studies [58, 59]. Considering that the available evidence 

suggests that perception and cognition processes share an overlapping resource pool, highly 

efficient perception processing (i.e., multisensory integration) may render more resources 

available for subsequent cognition performance (i.e., integrated perception–cognition theory, 

[46]). We hypothesize that both unisensory visual and auditory STM retrieval can benefit from 

restricted multisensory encoding with semantically congruent relationships. In particular, 
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previous multisensory studies reported that instant auditory discrimination was especially 

facilitated by the presentation of semantically congruent audiovisual pairs [51]. Therefore, 

similar to exclusively facilitated perceptual auditory discrimination performance, we 

hypothesized that auditory STM performance might also exclusively benefit from semantically 

congruent multisensory memory encoding. 

2.2 Methods 

2.2.1 Participants 

A statistical power analysis in G*Power version 3.1.9.7 [60] was performed for sample 

size estimation. The projected partial η2 was referred to similarly designed two factorial 

within-subject experiment and then set the value as 0.1[61], the two-tailed alpha level was set 

to 0.05, the power value was set to 0.95, the number of groups was set to 1, and the number of 

measurements was set to 6. The calculations indicated that a sample size of 16 would be 

required. Especially, to ensure the example size was same to a previous, very closely related 

multisensory memory study [44], we finally recruited 34 participants (14 women; age range = 

21-34 years; mean age = 26.85 years, SD = 3.17) from campus to participate in this experiment. 

All the participants had normal or corrected to normal vision and hearing, and were right 

-handed, were reported being without mental illness, and had not participated in a similar 

experiment before. Individuals were compensated $ 10 for their participation. After receiving a 

full explanation of the experiment and potential risks, all participants provided written 

informed consent in accordance with the Code of Ethics of the World Medical Association 

(Declaration of Helsinki), and the study protocol was approved by the Ethics Committee of 

Okayama University, Japan. 
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2.2.2 Apparatus and materials 

Before the formal experiment, we conducted a pre-experiment to select high-familiarity 

outline drawings as well as their matching sounds. Ten more subjects participated in the 

pre-experiment (3 women; mean age = 26.5 years, SD = 1.72). A total of 96 pictures contained 

an equivalent number of objects from six semantic categories (i.e., animals, tools, instruments, 

vehicles, dolls, and furniture; see the standard picture set of Snodgrass and Vanderwart, 1980). 

Similarly, a total of 96 matching sounds were downloaded from a website 

(http://www.findsounds.com). According to the picture judgment standard provided by 

Snodgrass and Vanderwart [63], familiarity was defined as the degree to which the object is 

usual or unusual in your common experience. A 5-point rating scale was adopted in which 1 

indicated very unfamiliar (or mismatching) and 5 denoted very familiar (or well-matched). If 

the participants did not know what the object was, 1 point was assigned. If they understood the 

object very well, 5 points were assigned. There was a neutral point, 3, which signaled that the 

concept of familiarity was located between familiar and unfamiliar. Only outline drawings 

with high familiarity scores and a high audio-visual matching degree were used in the 

following experiments. See Fig. 3. 

 

http://www.findsounds.com/
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Fig. 3 (A) Outline drawing of a standard picture set (Snodgrass and Vanderwart, 1980). (B) A 

5-point rating test for selecting outline drawings with high visual familiarity. (C) A 5-point 

rating test for selecting the appropriate audio-visual pairs with a high degree of matching. 

 

Thus, in the formal experiment, 48 visual stimuli were obtained from the standard set of 

outlined drawn pictures (i.e., 6 semantic categories × 8 stimulus) with an 8° visual angle. The 

48 matching auditory stimuli consisted of verbalizations that corresponded to the visual stimuli 

(the sound of a cat meowing was paired with the picture of a cat). All sound files were 

downloaded from a website (http://www.findsounds.com) and modified with audio-editing 

software (Adobe Audition version 5.0) according to the following parameters: 16 bit and 

44,100 Hz digitization. Semantically related sounds were delivered binaurally at an intensity of 

75 dB. A total of 48 line drawings (6 semantic categories×8 stimuli) and 48 matching sounds 

were used in the task. 

The visual stimuli were presented on a 24-inch VG 248 LCD computer monitor with a 

screen resolution of 1920×1080 and a refresh rate of 144 Hz (Taiwan, ASUS). The monitor 

was located 75 cm away from the subjects. Auditory stimuli were delivered binaurally at an 

intensity of 70 dB via headphones (Sony, MH-1000XM3). 

2.2.3 Experimental design and procedure 

The present study evaluated the effects of semantically congruent (cAV) and incongruent 

(icAV) multisensory encoding on subsequent visual (V) and auditory (A) memory retrieval. 

The present experiment consisted of a 3 encoding pattern (unimodal, bimodal cAV, and 

bimodal icAV) ×2 unisensory retrieval modality (V and A) within-subject design. Participants 

performed a delay-matched task during the six experimental blocks. Half of the blocks 

http://www.findsounds.com/
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evaluated unisensory visual STM retrieval performance under the unimodal encoding 

condition (V-TestV), bimodal semantically congruent encoding condition (cAV-TestV), and 

bimodal semantically incongruent encoding condition (icAV-TestV), and the other half of the 

blocks evaluated unisensory auditory STM retrieval performance under the unimodal encoding 

condition (A-TestA), bimodal semantically congruent encoding condition (cAV-TestA), and 

bimodal semantically incongruent encoding condition (icAV-TestA). The six conditions 

designed in the experiment are depicted in Fig. 4. 

The study was conducted in a dimly lit, sound-attenuated, and electrically shielded 

laboratory room at Okayama University in Japan. In the experimental procedure, taking the 

cAV-TestV condition as an example, at the beginning of each trial, a white central fixation icon 

was presented on the screen for 500 ms, and then semantically congruent audiovisual stimuli 

were presented at the encoding stage for a duration of 600 ms, which was followed a 2000 ms 

delay; then, a probe stimulus was presented for 600 ms, followed by a blank screen for 2400 

ms (i.e., within a 3000 ms time window). During the memory encoding stage, the participants 

were asked to selectively focus on the target modality and ignore another task-irrelevant 

modality stimulus according to different experimental introductions. During the memory 

retrieval stage, the participants were asked to determine whether the probe stimulus was the 

same as the target stimulus presented during the memory encoding stage with a key response 

(for half of the participants, yes and no responses corresponded to the "1" and "3" number keys 

on the keypad, respectively, and for the other half of the participants, yes and no responses 

corresponded to the "3" and "1" number keys on the keypad, respectively), with presented and 

unpresented probe stimuli referenced equally. All visual and auditory stimuli were presented 

synchronously for 600 ms. The intertrial interval (ITI) ranged from 1500 to 3000 ms. An 

experimental introduction was presented on the screen before each condition began. The 
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stimulus delivery and behavioral response recordings were controlled using Presentation 0.71 

software (Neurobehavioral Systems Inc., Albany, California, USA). Each participant 

performed six blocks, and each block included 48 trials: 24 probe stimuli were presented, and 

24 probe stimuli were unpresented. The order of the blocks was counterbalanced across the 

participants. After each block, the participants were asked to rest for 1 min. The completion 

time of the entire experiment was approximately 1 h. 

Before the formal experiment, each participant was required to complete two practice 

experiments. For the two practice experiments, the stimulus duration time was the same as that 

in the formal experiment. In the first practice experiment, the participants were asked to fully 

familiarize themselves with the 48 audiovisual pairs used in the formal experiment. In the 

second practice experiment, the participants were asked to fully familiarize themselves with 

the six conditions. Each condition included four trials (i.e., two trials were the same as the 

previous multisensory presentations, and the other two trials were not the same as the previous 

multisensory presentations), and correct/error feedback followed each trial. The formal 

experiment did not begin until the participants understood and could accurately repeat the 

experimental requirements. 
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Fig. 4. Six-block (condition) design of the experiment. In each trial of six blocks, a fixation cross was 

shown for 500 ms, and then a stimulus (a visual, auditory or semantically congruent or incongruent 

audiovisual stimulus) with a duration of 600 ms was presented. A blank screen was shown after a 2000 ms 

delay, and finally, a probe stimulus was presented for 600 ms, followed by a blank screen for 2400 ms (i.e., 

within a 3000 ms time window). V-TestV indicates that both the encoding and retrieval stimuli were visual 

modalities; cAV-TestV indicates that encoding semantically congruent audiovisual stimuli were used, and 

the retrieval probes were visual stimuli; icAV-TestV indicates that the encoding semantically incongruent 

audiovisual stimuli and retrieval probes were visual stimuli; A-TestA indicates that both the encoding and 

retrieval stimuli were auditory modalities; cAV-TestA indicates that encoding semantically congruent 

audiovisual stimuli were used, and the retrieval probes were auditory stimuli; and icAV-TestA indicates that 
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encoding semantically incongruent audiovisual stimuli were used, and the retrieval probes were auditory 

stimuli. 

2.3 Results 

Accurate response rates (ACRs) and reaction times (RTs) were recorded for the six blocks. 

Trials with no responses or RTs ± 2 SDs [63] beyond the mean RT were not included in the RT 

analysis. Additionally, trials with a failure to respond within the 3000 ms time window were 

also considered incorrect and removed from further analysis. This resulted in the exclusion of 

0.18% of trials for the V-Test V condition, 0.12% of trials for the A-Test A condition, 0.31% of 

trials for the cAV-Test A condition and 0.06% of trials for the icAV-Test V condition. 

The ACRs for visual and auditory STM retrieval performance reached a ceiling in all 

encoding patterns (above 95%). A 3 encoding pattern (unimodal, bimodal cAV, and bimodal 

icAV) × 2 unisensory retrieval modality (V and A) repeated-measures analysis of variance 

(ANOVA) was conducted, and no significant main effect of the encoding pattern, with F(1,33) 

= 0.78, p = 0.46, and η² = 0.02, or unisensory retrieval modality, with F(1,33) = 2.56, p = 0.12, 

and η² = 0.07, was observed. Additionally, no significant interaction between the encoding 

pattern and unisensory retrieval modality was observed, with F(1,33) = 2.64, p = 0.08, and η² = 

0.07. The details of the ACRs and RTs are shown in Table 1. 

 

Table 1. RT and ACR results for the six blocks of the experiment. Notes: RTs, reaction times; 

ACRs, accuracy rates; SD, standard deviation; V, visual; A, auditory; cAV, semantically 

congruent audiovisual; and icAV, semantically incongruent audiovisual. 
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Block Encoding Test RTs (M ± SD ms) ACRs （M ± SD %） 

1 V V 523 ± 76 96.5 ± 4.4 

2 cAV V 511 ± 67 96.6 ± 3.4 

3 icAV V 516 ± 68 97.6 ± 2.5 

4 A A 604 ± 103 97.1 ± 2.8 

5 cAV A 587 ± 98 96 ± 3.8 

6 icAV A 612 ± 105 95.8 ± 5.2 

 

For the mean correct-response RT data, a 3 encoding pattern (unimodal, bimodal cAV, and 

bimodal icAV) × 2 unisensory retrieval modal (V and A) repeated-measures ANOVA was 

conducted, revealing a significant main effect of the encoding pattern, with F(1,33) = 60.83, p 

< 0.001, and η² = 0.65. The post hoc comparison results showed that unimodal encoding was 

faster than cAV encoding (p < 0.001) and icAV encoding (p < 0.001), and the RTs for cAV 

encoding stimuli were faster than those for icAV encoding stimuli (p < 0.001). The main effect 

of the unisensory retrieval modality was significant, with F(1,33) = 43.73, p < 0.001, and η² = 

0.57, indicating that the STM retrieval speed was faster for the unisensory visual (542 ms) 

modality than for the unisensory auditory (576 ms) modality. Crucially, the interaction 

between the encoding pattern and unisensory retrieval modality was significant, with F(1,33) = 

37.42, p < 0.001, and η² = 0.53. A subsequent paired t-test comparison with Bonferroni 

correction revealed that the unisensory visual STM retrieval RTs for bimodal cAV encoding 

were faster than those for unimodal encoding (t = 2.0, p < 0.05, d = 0.17) but not those for 

bimodal icAV (t = -0.95, p = 0.35, d = 0.07) encoding. Additionally, unisensory auditory STM 

retrieval RTs for the bimodal cAV were faster than those for the unimodal (t = 2.12, p < 0.04, d 

= 0.17) and bimodal icAV (t = -2.59, p < 0.01, d = 0.25) encoding conditions. Additionally, we 



Chapter 2 Benefits of Semantically Congruent Audiovisual Integration on the Encoding 

Stage of Unisensory Working Memory 

 

  29 

compared the differences between unisensory visual and auditory STM retrieval under three 

different encoding patterns using a paired t-test, and the results revealed significant differences 

for the unimodal (t = -7.64, p < 0.001, and d = 0.9), cAV (t = -7.6, p < 0.001, and d = 0.91) and 

icAV (t = -8.53, p < 0.001, and d = 1.1) encoding conditions. See the Fig. 5. 

 

Fig. 5 Mean RTs for unisensory visual (A) and auditory (B) short-term memory under the 

unimodal (visual or auditory), bimodal congruent audiovisual (cAV) and bimodal incongruent 
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audiovisual memory encoding conditions. The error bars represent 95% within-subject 

confidence intervals (Baguley, 2012, [64]). *p <0.05. **p <0.01. 

2.4 Discussion 

The present study aimed to investigate the impact of semantically multisensory 

integration with modal-based attention on subsequent unisensory STM retrieval performance. 

The RT results showed significantly faster visual STM retrievals than auditory STM retrievals 

under all encoding conditions, indicating that the visual modality played a dominant role in 

multisensory representation. Importantly, this study produced two novel findings. First, our 

results indicated that not only visual but also auditory STM retrieval was accelerated by 

semantically congruent multisensory STM encoding compared to unisensory STM encoding. 

More importantly, compared to visual STM retrieval, we found that only auditory STM 

retrieval performance exclusively benefited from semantically congruent rather than 

incongruent multisensory encoding. 

2.4.1 General crossmodal semantic congruency benefits for unisensory memory 

retrieval performance 

The facilitation effect of bimodal presentation (e.g., audiovisual pairs vs. visual-only) on 

subsequent visual STM recognition precision has been demonstrated in previous multisensory 

STM studies [53, 65]. Experimental evidence suggested that visual recognition precision was 

improved by coherent multisensory representations constructed during semantically congruent 

multisensory memory encoding [53]. According to memory strengthening theory, ACRs are a 

useful index for evaluating the recognition content precision facilitated by previously 
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constructed representations, while RTs are used to evaluate retrieval speeds; in other words, 

both ACRs and RTs are measures of the strength of information storage in memory [66]. In 

particular, Kahana et al. (1999) suggested that researchers should consider RTs when ACRs 

reach the ceiling because higher ACRs cannot sufficiently account for memory representation 

strength. The present study failed to find an ACRs difference between semantically 

(in)congruent multisensory integration with modal-based attention during the encoding stage 

of STM; however, the results showed that both unisensory visual and auditory STM retrieval 

speeds were accelerated by restricted multisensory integration and suggested that both 

unisensory memory retrieval were generally facilitated by coherent multisensory 

representations, as long as the unisensory component belonged to the coherent multisensory 

representation. This explanation might also support the opinion that memory retrieval is 

closely associated with memory trace redintegration mechanisms, in which unisensory visual 

or auditory memory retrieval can reactivate prior whole multisensory memory traces [50]. 

Importantly, modality-based attention can ensure that task-relevant modality information 

is prioritized for multisensory memory encoding and that task-irrelevant modality distractors 

are filtered [67, 68]. Such selective multisensory memory encoding might facilitate coherent 

multisensory representation formation to some degree. It must be noted that some previous 

multisensory perception studies also indicated that coherent multisensory representation 

formation can be facilitated by modal-based attention [18]. Evidence suggests that coherent 

multisensory representation formation is especially facilitated when modal-based attention is 

engaged in semantically congruent multisensory integration. Moreover, imaging has indicated 

that the anterior temporal lobe (ATL) might act as a central hub, linking the cortical networks 

that respond to top-down selective attention and semantically congruent multisensory 

integration [69-71]. In particular, a more recent multisensory STM study also indicated that the 
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successful retrieval STM information is a function of attentional prioritization at the encoding 

stage, and coherent multisensory representation formation was facilitated by crossmodal 

semantic congruency with modal-based attention [53]. 

Additionally, the results in this study were similar to closely related multisensory 

recognition memory studies, in which prior semantically congruent multisensory presentation 

improved subsequent unisensory recognition precision [58, 59]. These studies support the 

conceptual short-term memory model provided by Potter et al. (1976) [73, 73] and suggest that 

semantically congruent audiovisual stimuli can facilitate rapidly accessing the corresponding 

concept from the long-term memory network and activate higher-order multisensory memory 

networks, which can enhance subsequent unisensory recognition precision. The present study 

partially supports this opinion and suggests that unisensory probes can trigger constructed 

multisensory representations. In particular, it must be noted that selectively attending to one 

modality stimulus while ignoring the task-irrelevant modality stimulus during multisensory 

memory encoding might involve more complex cognitive processing rather than STM, such as 

working memory. In recent multisensory working memory studies, Xie et al. (2017 & 2019) 

suggested that the central executive (CE) component of working memory plays potential roles 

in not only allocating attention resources to task-relevant modality stimuli but also integrating 

semantically congruent information from different subordinate systems into a unified 

multisensory representation. Unlike the rapidly, unconsciously conceptual accesses in 

conceptual short-term memory (CSTM), standard working memory tends to consciously, 

selectively allocate attention resources to encode information and influence later cognitive 

judgment [70]. To some degree, this attention operation of memory encoding might explain 

why some studies suggested that the DMS paradigm was appropriate for investigating STM 

[53, 65], while other studies suggested that the DMS paradigm was useful for investigating 
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multisensory integration during the encoding stage of working memory [44, 45]. Future work 

is necessary to investigate whether faster unisensory memory retrieval can be facilitated by 

multisensory working memory encoding. 

Overall, we suggest that unisensory STM retrieval performance benefits from the 

formation of a multisensory representation optimized by modal-based attention constructed 

during semantically congruent multisensory encoding. When a unisensory probe belongs to an 

element of multisensory representation, it can rapidly reactivate richer multisensory traces and 

enhance unisensory STM retrieval performance. 

2.4.2 Auditory memory retrieval exclusively benefits from crossmodal semantic 

congruency 

Crucially, the present study found that auditory STM retrieval was exclusively accelerated 

by a task-irrelevant, semantically congruent picture during memory encoding and impaired 

when the picture contained incongruent information. This facilitation of specifically auditory 

memory retrieval was partly consistent with several previous multisensory recognition 

memory findings. For example, Thelen et al. (2015) compared the effects of semantically 

congruent and incongruent multisensory presentations on later unisensory recognition and 

found that semantically congruent multisensory gains for auditory recognition precision were 

significantly higher (6.35% vs. -11.15%) than those for visual recognition precision (2.35% vs. 

-3.9%) [51]. In addition, Heikkilä et al. (2017) found that d’ (discrimination ability between 

old/new objects) was significantly higher for auditory recognition with a picture/written word 

that carried object-related information than under other conditions [59]. Moreover, Matusz et al. 

(2017) suggested that semantically congruent audiovisual pairings involving less effective 

inputs (e.g., auditory stimuli) trigger stronger multisensory processing during memory retrieval 
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[74]. Previous multisensory integration studies reported that less effective unimodal stimuli 

(i.e., auditory sensory stimuli) yielded larger-magnitude multisensory gains when 

accompanied by other high-stimulus intensity modal information (i.e., visual sensory 

information), which is called the “inverse effectiveness principle” [75]. Typically, such inverse 

effectiveness principle-induced multisensory perceptual gains in both neuronal responses and 

behavior have been consistently found to depend on low-level perceptual saliency [76, 77]. 

However, in the present study, the possibility that auditory STM retrieval was improved by a 

salient visual stimulus cannot explain why auditory STM retrieval was not equally improved 

by a semantically incongruent visual stimulus. Thus, we tentatively suggested that semantic 

congruency was involved in visual-induced auditory inverse facilitation. This hypothesis was 

supported by a recent multisensory study suggesting that inverse effectiveness enhancement 

can be modulated by low-level stimulus association (e.g., spatial alignment and temporal 

synchrony) and high-level semantic congruency [78]. Thus, a less effective auditory stimulus 

might trigger a more multisensory process due to visual-induced auditory verse facilitation 

during memory retrieval. 

Additionally, it must be noted that modal-based attention might play a positive role in 

coherent multisensory representation formation. In the present study, under the cAV-TestA 

condition, participants were asked to pay attention to auditory stimuli while ignoring visual 

stimuli during multisensory memory encoding. However, visual sensory processing is more 

suitable for processing object-related information because pictures can provide richer, more 

reliable information than auditory sensory processing [79, 80]. Thus, the effect of 

task-irrelevant visual information on auditory memory encoding cannot be fully ignored. 

Schmid et al. (2011) explored the interaction mechanism between crossmodal competition and 

modal-based attention using fMRI measurements and found a significant visual dominance 
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advantage only when attention was focused on the auditory modality [81]. The authors 

suggested that crossmodal competition was modulated by modal-based attention and that poor 

auditory encoding could receive more redundant information compensation from a visual 

stimulus that was not the attention focus. This poor modality encoding compensation 

mechanism might reflect the flexible recognition necessary for the external environment. Thus, 

it is reasonable to assume that a coherent, robust multisensory representation was constructed 

during memory encoding because of task irrelevance, but semantically congruent visual 

stimuli provide more redundant information. Santangelo et al. (2015) suggested that memory 

representation formation could be modulated by low-level external (e.g., stimulus saliency) 

and high-level internal factors (e.g., conception and matching between complex scenes and 

objects) [82]. Importantly, context-incongruent visual information can capture attention 

resources, in turn increasing the probability of encoding this context-incongruent visual 

information into working memory. Similarly, in the present study, a congruent, task-irrelevant 

visual stimulus also captured more attention resources for coherent multisensory representation 

formation. In contrast, when the task-irrelevant visual signal contained incongruent 

information, it also captured more attention, leading to strong semantic conflicts with auditory 

signals and failure to construct a coherent multisensory representation. This hypothesis might 

be partly supported by the predictive coding model [16] , which suggests that stochastic models 

(i.e., representation) of the environment exist in the brain and can be continuously updated 

based on ongoing sensory information processing. In particular, semantically congruent 

multisensory stimuli can result in a stochastic model receiving consistent information and 

accelerate the information feedback for low-level areas. Stochastic internal models will be 

updated if top-down prediction conflicts with external incongruent semantic information, 

thereby leading to poor behavioral performance [83]. 
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In the present study, for the multisensory encoding stage, we suggested that although 

attention was selectively directed toward a less effective auditory modality, task-irrelevant but 

semantically congruent visual images produced a strongly crossmodal competition effect, 

which means that semantically congruent pictures that are not the attention focus can also 

provide more redundant information for auditory encoding and subsequently lead to a robust 

multisensory representation. When one less effective auditory probe was associated with 

previous robust multisensory representation, robust multisensory representation-related 

cortical networks could be rapidly triggered for the auditory STM retrieval process. However, 

for semantically incongruent multisensory encoding, coherent multisensory representation 

formation during the memory encoding stage is strongly disturbed by a mismatching picture; 

thus, auditory STM retrieval cannot activate a coherent representation, leading to poor 

performance. 

2.5 Conclusions 

In summary, we suggested that coherent multisensory representation formation might be 

optimized by semantically congruent multisensory integration with modal-based attention in 

memory encoding and can be rapidly triggered by subsequent unisensory memory retrieval 

demands. For exclusively accelerated auditory STM retrieval, we suggested that coherent 

multisensory representation formation is strengthened by a semantically congruent visual 

stimulus that is not the attention focus during the memory encoding stage. During the memory 

retrieval stage, a less effective auditory stimulus can trigger optimized multisensory 

representation, thereby facilitating rapid memory retrieval processing. 
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2.6 Control experiment 1: interference effect and working memory 

Based on the limitation of Experiment 1, we referenced a similar WM study that 

investigated the interference effect on subsequent face recognition using the DMS paradigm 

[84] and designed a supplemental experiment to investigate whether unisensory WM memory 

retrieval can also benefit from semantically congruent WM encoding under different 

interference conditions. If the results indicated that unisensory WM retrieval (e.g., especially 

auditory modality) also benefited from the interference condition, we tentatively 

hypothesized that a robust, coherent multisensory representation might be constructed during 

the encoding stage of WM, resist interference in the maintenance stage, and then lead to 

faster memory retrieval. For the details, please see the following text: 

2.7 Methods 

2.7.1 Participants 

Another 10 students (3 women; age range = 23-28 years; mean age = 25.4 years, SD = 

1.78; all right-handed) with normal or corrected-to-normal vision and hearing and no history of 

mental illness who had not previously participated in our experiment were recruited randomly 

from campus. After receiving a full explanation of the experiment and potential risks, all 

participants provided written informed consent, in accordance with the Code of Ethics of the 

World Medical Association (Declaration of Helsinki), and the study protocol was approved by 

the Ethics Committee of Okayama University, Japan. 
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2.7.2 Apparatus and materials 

Half of the 48 visual stimuli were the same as those used in the experiment described in 

the manuscript. The other half of the 48 new visual stimuli (e.g., interference) were also taken 

from the standard set of outlined drawn figures [4]. These interference-related visual stimuli 

consisted of 24 non-living and 24 living stimuli. Similarly, another 48 new interference-related 

auditory stimuli were also obtained from the internet (https://elements.envato.com/). Thus, a 

total of 96 line drawings and 96 matching sounds were used in the experiment. The stimulus 

parameter was the same as that in Aurtenetxe’s study [84]. 

 

2.7.3 Experimental design and procedure 

The supplemental experiment followed 3 encoding pattern (unimodal, semantically 

congruent bimodal and semantically incongruent bimodal) × 3 interference condition (no 

interference, distractor and interruption) × 2 unisensory retrieval modality (visual and 

auditory) within-subject design. 

The control experiment consisted of three main stages: encoding, maintenance, and 

recognition. In the encoding phase, a unimodal stimulus (e.g., visual-only or auditory-only) or 

bimodal stimulus (e.g., audiovisual pair with/without a semantically congruent relationship) 

was displayed for a 1000 ms period. For the bimodal stimulus, according to the experimental 

instructions, the participants were asked to focus on one modality stimulus while ignoring 

another task-irrelevant modality stimulus. In the maintenance period, the participants were 

instructed to remember the encoded stimulus for a 4000 ms delay period. In the recognition 

phase, a unimodal stimulus was displayed for 1000 ms. The participants were asked to 



Chapter 2 Benefits of Semantically Congruent Audiovisual Integration on the Encoding 

Stage of Unisensory Working Memory 

 

  39 

determine whether the probe stimulus was the same as the target stimulus presented during the 

WM encoding stage with a key response (e.g., for “Yes”, press the number key 1; for “No”, 

press the number key 3). Please see Fig. 6. 

 

 

Fig. 6. Example cAV-Test V under three different interference conditions. The working memory task 

consisted of three interference conditions: noninterference (NI), distraction (DIS), and interruption (INT). 

During the encoding stage, the participants were asked to focus on one modality stimulus while ignoring 

another task-irrelevant modality stimulus. In particular, during the delay stage, the participants were asked 

to ignore the distractor (DI) or judge whether the drawing belonged to the living category (INT) and to 

remember the encoded modality stimulus. In the recognition stage, the participants were asked to judge 

whether the probe was the same as the target stimulus. 

 

Importantly, the DMS task included three different interference conditions during the 

maintenance stage: no interference (NI), distraction (DI) and interruption (INT). Under the NI 
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condition, the participants were instructed to remember the encoded unimodal stimulus during 

this period, and no interference stimulus was presented during the delay stage. Under the DI 

condition, a unimodal interference stimulus was presented as a distractor for 1000 ms after the 

first 1500 ms of the maintenance period. The participants were instructed to ignore the 

distractor while continuing to remember the encoded unimodal stimulus. Under the INT 

condition, a unimodal stimulus was presented as an interruption after the encoding phase and 

was displayed for 1000 ms after the first 1500 ms of the maintenance period. The participants 

were instructed to press a key (i.e., numpad key “5”) if the interference stimulus belonged to 

the living category. If the interference stimulus belonged to the nonliving category, they did not 

press any key. 

Each participant was separately tested under the six encoding-recognition conditions (e.g., 

V-Test V, A-Test A, cAV-Test V, cAV-Test A, icAV-Test V and icAV-TestA) with three 

different interference conditions. Thus, the supplemental experiment consisted of 18 blocks 

(i.e., 3 encoding patterns × 3 interference conditions × 2 retrieval modalities). Each condition 

was presented in a block. Each block consisted of 48 randomly presented trials. The block 

presentation order was counterbalanced across subjects. After each block, the participants were 

asked to rest for 1 min. After each interference condition, the participants were asked to rest for 

10 min. The completion time of the entire experiment was approximately 3 h and 30 min. 

 

2.8 Results 

Two paired t-tests were used to separately compare the visual or auditory WM 

performance under the six encoding-recognition conditions with different interference 
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conditions.For the accuracy rates (ACRs), the results showed no significant differences 

between the V-Test V and cAV-Test V (NI, p = 0.19; DI, p = 0.87; INT, p = 0.23), V-Test V and 

icAV-Test V (NI, p = 0.17; DI, p = 0.33; INT, p = 0.50), and cAV-Test V and icAV-Test V (NI, 

p = 0.81; DI, p = 0.17; INT, p = 0.66) conditions. Additionally, no significant differences were 

found between the A-Test A and cAV-Test A (NI, p = 0.63; DI, p = 0.91; INT, p = 0.88), A-Test 

A and icAV-Test A (NI, p = 0.14; DI, p = 0.07; INT, p = 0.59), and cAV-Test A and icAV-Test A 

(NI, p = 0.75; DI, p = 0.18; INT, p = 0.56) conditions. 

 

Fig. 7 Mean RTs for unisensory visual (A) and auditory (B) memory during the unimodal, bimodal cAV 
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and bimodal icAV encoding conditions with three interference conditions. The error bars represent the SE. 

*p <0.05. 

 

For the mean correct reaction times (RTs), only under the INT interference condition did 

the results reveal two significant differences, which were between the cAV-Test V and V-Test 

V conditions (p = 0.04) and between the cAV-Test A and icAV-Test A conditions (p = 0.02). 

Additionally, under the NI interference condition, two weakly significant differences between 

the cAV-Test V and V-Test V (p = 0.08) and the cAV-Test A and icAV-Test A (p = 0.09) 

conditions were found. No significant differences were found among any other conditions. For 

details, see Fig.7 and Table 2. 

 

Table 2. RT and ACR results under six encoding conditions with different interference conditions 

Conditions No interruption 

(M±SD) 

Distractor 

(M±SD) 

Interference 

(M±SD) 

V-Test V    

RTs (ms) 455 ± 63 485 ± 49 528 ± 68 

ACRs (%) 97.7 ± 1.8 96.3 ± 3.1 96.7 ± 4.1 

    

cAV-Test V    

RTs (ms) 425 ± 48 467 ± 39 502 ± 59 

ACRs (%) 95.4 ± 5.1 96.4 ± 2.8 94.8 ± 4.6 

    

icAV-Test V    

RTs (ms) 441 ± 54 475 ± 69 517 ± 67 
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2.9 Discussion 

The RT results for the INT condition showed a significant negative impact on unisensory 

WM retrieval compared with the DI and NI conditions. In particular, for the INT condition, the 

RT results revealed a significant difference in visual WM retrieval between semantically 

congruent bimodal memory encoding and unimodal memory encoding. These results were 

partially consistent with our formal experiment described in the manuscript, indicating that 

semantically congruent bimodal encoding provided an advantage for visual memory retrieval. 

However, the failure of the results to reveal a significant difference in auditory WM retrieval 

between congruent bimodal encoding and unimodal encoding might indicate that the study 

ACRs (%) 95.8 ± 4.1 96.4 ± 6.4 95.6 ± 3.6 

    

A-Test A    

RTs (ms) 576 ± 63 536 ± 46 581 ± 101 

ACRs (%) 97.3 ± 1.8 94.2 ± 4.2 94.8 ± 4.3 

    

cAV-Test A    

RTs (ms) 596 ± 82 527 ± 66 582 ± 101 

ACRs (%) 96.7 ± 4.1 94.0±3.8 95.0 ± 3.0 

    

icAV-Test A    

RTs (ms) 613 ± 83 577 ± 146 646 ± 116 

ACRs (%) 96.3 ± 2.5 91.3 ± 4.6 95.8 ± 4.4 
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used an insufficient sample size or task. Importantly, for the INT condition, the RTs also 

revealed a significant difference in auditory WM retrieval between semantically congruent 

bimodal encoding and incongruent bimodal encoding. Consistent with our previous 

experiment, this result indicated that a coherent multisensory representation was constructed 

during the encoding stage of WM, resisted external INT in the maintenance stage, and was 

then triggered by the less effective auditory probe. In particular, it must be noted that these 

results were only found under the INT condition, indicating that unisensory WM retrieval 

might depend on not only the encoding pattern but also the attention resources in the 

maintenance stage. In comparing the DI and INT conditions, Hedden et al. (2001) suggested 

that handling DI during WM requires attentional and inhibitory control mechanisms that 

facilitate remembering the relevant information and voluntarily inhibiting irrelevant distractors 

[85]. However, handling INT during WM requires attention-switching abilities that allow 

attention to be divided between the memory task and the secondary task [84]. Evidence has 

indicated that visual stimuli play a dominant role in object recognition because they provide 

more reliable object information [79]. We suspect that the auditory interference used in the 

maintenance stage in this experiment might have been insufficient compared with the visual 

interference and thereby could not cause enough interference in multisensory representation. 

Therefore, auditory WM retrieval can also provide more multisensory integration benefits. 

Future work is necessary to further investigate whether faster unisensory memory retrieval 

(especially concerning the auditory modality) demands the close interaction of multisensory 

integration in the encoding stage and attention allocation in the maintenance stage. 

Overall, our results might partly support and extend Aurtenetxe’s opinion that both visual 

and auditory WM performance can be affected by interference and that reaction time 

performance not only depends on the optimal encoding pattern (e.g., bimodal cAV) but also 
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requires adequate executive mechanisms to divide attention between remembered stimuli and 

interference. This hypothesis might partially support Xie’s opinion that CE may be necessary 

for semantically congruent multisensory memory encoding [44]. CE can not only allocate 

limited attention resources to special modality stimuli but also integrate information from 

different sensory stimuli and even resist interference while maintaining a coherent 

multisensory representation during the maintenance stage. 

Additionally, Kahana et al. (1999) discussed the relationship between accuracy and RT in 

human memory in detail and suggested that both were useful measures for evaluating 

multisensory representation in human memory [66]. In particular, RTs provide a useful index 

for evaluating memory retrieval speed when accuracy reaches the ceiling, as clarified in the 

following text from Kahana et al. (1999):  

“This is one version of a strength theory of memory—accuracy and IRTs are just two 

measures of the strength of information stored in memory” and “Superficially, it appears that 

our review of theory and data concerning accuracy and RT in human memory supports the 

view that these two measures may reflect a single underlying dimension of information.” 

“In these tasks, people rarely make errors, yet speed may be of the essence. Therefore, to 

study tasks that are performed essentially without errors, we must consider RTs. It is probably 

fair to say that almost all RT research is concerned with tasks where error rates are 

negligible.” 

Additionally, in the experiment, the participants were asked to selectively focus on one 

modality stimulus while ignoring another task-irrelevant modality stimulus during 

multisensory memory encoding. This operation was also used in previous, related multisensory 

recognition memory studies [58, 59]. 
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Chapter 3 Benefits of Semantically Congruent Audiovisual Integration 

with Top-down Attention on the Encoding Stage of 

Unisensory Working Memory 

 

Summary 

Although previous studies have shown that semantic multisensory integration can be 

differentially modulated by attention focus, it remains unclear whether attentionally mediated 

multisensory perceptual facilitation could impact further cognitive performance. Using a 

delayed matching-to-sample paradigm, the present study investigated the effect of 

semantically congruent bimodal presentation on subsequent unisensory working memory 

(WM) performance by manipulating attention focus. The results showed that unisensory WM 

retrieval was faster in the semantically congruent condition than in the incongruent 

multisensory encoding condition. However, such a result was only found in the 

divided-modality attention condition. This result indicates that a robust multisensory 

representation was constructed during semantically congruent multisensory encoding with 

divided-modality attention; this representation then accelerated unisensory WM performance, 

especially auditory WM retrieval. Additionally, overall faster unisensory WM retrieval was 

observed under the modality-specific selective attention condition compared with the 

divided-modality condition, indicating that the division of attention to address two modalities 

demanded more central executive resources to encode and integrate crossmodal information 

and to maintain a constructed multisensory representation, leaving few resources for WM 

retrieval. Additionally, the present finding may support the central storage view that WM has 
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an amodal central storage component that is used to maintain modal-based attention-optimized 

multisensory representations. Additionally, a following control experiment evaluated the effect 

of verbal naming effect for result reliability. 

3.1 Background 

Working memory (WM) is typically considered a capacity-limited system that can 

temporally store and manipulate information in a short period [86].  WM involves the 

temporal maintenance of an active representation of external perception information so that it 

is available for subsequent retrieval processing [87, 88]. Previous WM evidence has 

demonstrated a bimodal recall advantage and has suggested that multisensory representation is 

more robust and easier to recall [89]. It must be noted that some evidence has revealed that 

multisensory integration is necessary to form a multisensory memory representation [43]. 

However, the issue of whether semantically congruent bimodal presentation can further 

modulate subsequent WM performance remains poorly understood. 

Previous multisensory studies reported enhanced perceptual behavioral performance 

when visual and auditory stimuli shared common rather than conflicting semantic information 

[79, 90]. Furthermore, evidence has shown that such semantically congruent bimodal 

presentation can not only facilitate immediate behavioral perceptual performance but can also 

accelerate unisensory WM retrieval [44, 45]. For example, Xie et al. (2017) reported faster 

visual WM retrieval in a semantically congruent audiovisual WM encoding condition 

compared with a unisensory visual-only or auditory-only WM encoding condition. Further 

standardized low-resolution brain electromagnetic tomography (sLORETA) results revealed 

that the posterior parietal cortex (PPC) could play a central executive role that can integrate the 
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initially processed sensory information from the visual-spatial sketchpad and phonological 

loop into a unified multisensory representation and then lead to faster visual WM retrieval. 

Despite robust evidence showing that the benefits of semantically congruent multisensory 

WM encoding contribute to faster WM retrieval, it remains unclear whether semantically 

congruent bimodal presentation with different attention focuses can differentially modulate 

subsequent unisensory WM retrieval. Previous multisensory evidence has shown that the 

multisensory benefit is weaker when the attention focus is directed to one modality compared 

with two modalities [2, 32-33]. Furthermore, a few studies have also found that different 

attention focuses have a differential modulatory effect on semantically congruent or 

incongruent multisensory perception [31, 91]. For example, Mozolic et al. (2008) found that 

perceptual performance regarding semantically congruent multisensory stimuli was enhanced 

by divided-modality attention compared with modality-specific selective attention. In contrast, 

for semantically incongruent multisensory stimuli, behavioral decrements were greater for the 

divided-modality attention condition than for the modality-specific selective attention 

condition. 

Some WM studies have suggested that the formation of a unified multisensory 

representation is controlled in real time by the central executive, which can selectively allocate 

limited attention sources to the task-relevant target process while suppressing interference 

from task-irrelevant distractors or dividedly allocate attention sources to achieve dual-task 

processing [92-94]. Additionally, previous WM studies widely reported impaired task 

performance when the central executive must divide attention sources into secondary tasks 

compared with single-task performance [95, 96]. Such results may indicate that attention 

source allocation can differentially modulate subsequent WM performance. Additionally, some 

memory evidence also indicates that attention modulates memory encoding by influencing 
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representation formation [87, 97, 98]. Considering that multisensory representation formation 

can be differentially modulated by attention [3, 18], bimodal presentation with different 

attention modalities during WM encoding may also differentially modulate multisensory 

representation formation, consequently affecting subsequent unisensory WM performance. 

The present study aimed to investigate the issue by adopting a delayed 

matching-to-sample (DMS) paradigm similar to that of Xie (2017). We manipulated the 

attention focus (e.g., divided-modality attention and modality-specific selective attention) 

during the semantically (in)congruent multisensory WM encoding stage and compared the 

subsequent unisensory visual and auditory WM retrieval reaction times (RTs) and accurate 

response rates (ACRs). Considering that multisensory enhancement is stronger under 

divided-modality attention conditions [32, 33], we hypothesized that unisensory WM retrieval 

may specifically benefit from a robust multisensory representation constructed in semantically 

congruent multisensory encoding with divided-modality attention.  

3.2 Methods 

3.2.1 Participants 

The group of participants comprised 34 students (13 women; age range = 21–31 years; 

mean age = 25.5 years, SD = 2.94, all right-handed) randomly recruited from campus, with 

normal or corrected-to-normal vision and hearing and no history of mental illness. After 

receiving a full explanation of the experiment and potential risks, all participants provided 

written informed consent in accordance with the Code of Ethics of the World Medical 

Association (Declaration of Helsinki), and the study protocol was approved by the Ethics 
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Committee of Okayama University, Japan. 

3.2.2 Apparatus and materials 

Visual stimuli were obtained from a standard set of outlined drawing pictures [62] with an 

8° visual angle. The selected pictures contained an equivalent number of objects from six 

semantic categories (e.g., animals, tools, instruments, vehicles, dolls and furniture) and were 

divided equally among experimental conditions. The auditory stimuli consisted of 

verbalizations that corresponded to the visual stimuli (e.g., the sound of a cat meowing was 

paired with a picture of a cat). All of the sound files were downloaded from a website 

(http://www.findsounds.com) and modified with audio editing software (Adobe Audition 

version 5.0) according to the following parameters: 16 bit and 44100 Hz digitization. 

Semantically related sounds were delivered binaurally at an intensity level of 75 dB. A total of 

48 line drawings (6 semantic categories × 8 stimuli) and 48 matching sounds were used in the 

experiment. The visual stimuli were presented on a 24-inch VG 248 LCD computer monitor 

with a screen resolution of 1920 × 1080 and a refresh rate of 144 Hz on a black background 

(Taiwan, ASUS); the monitor was located 70 cm away from the subjects. Auditory stimuli were 

delivered binaurally at an intensity level of 75 dB via headphones (Sony, MH-1000XM3). 

3.2.3 Experimental design and procedure 

  The experiment consisted of a 2 attention focus (modality-specific selective attention 

and divided-modality attention) × 2 semantic congruency (cAV and icAV) × 2 unisensory 

retrieval modality (V and A) within-subject design. Participants performed a delayed 

match-to-sample WM task during the four experimental blocks. The first block evaluated the 

http://www.findsounds.com/
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effect of a semantically congruent bimodal presentation with modality-specific selective 

attention on subsequent unisensory visual WM (cAVs-TestV) and auditory WM (cAVs-TestA) 

retrieval performance. The second block evaluated the effect of a semantically incongruent 

bimodal presentation with modality-specific selective attention on subsequent unimodal visual 

WM (icAVs-TestV) and auditory WM (icAVs-TestA) retrieval performance. The third block 

evaluated the effect of a semantically congruent bimodal presentation with divided-modality 

attention on subsequent unimodal visual WM (cAVd-TestV) and auditory WM (cAVd-TestA) 

retrieval performance. The fourth block evaluated the effect of semantically incongruent 

bimodal presentation with divided-modality attention on subsequent unimodal visual WM 

(icAVd-TestV) and auditory WM (icAVd-TestA) retrieval performance. The trials of the 

cAVs-TestV condition were only presented in the first half of block 1, and the trials of the 

cAVs-TestA condition were only presented in the latter half of block 1. Similarly, the stimuli of 

the icAVs-TestV condition were only presented in the first half of block 2, and the stimuli of the 

icAVs-TestA condition were only presented in the latter half of block 2. Contrary to the 

fixed-condition presentation of block 1 and block 2, the trials of the cAVd-TestV and 

cAVd-TestA conditions were intermixed randomly in block 3, and icAVd-TestV and 

icAVd-TestA trials were intermixed randomly in block 4. Each condition contained 48 trials, 24 

in which probe stimuli were presented, and 24 in which probe stimuli were not presented. The 

order of blocks and the conditions in each block were counterbalanced across participants. The 

four conditions designed in the experiment are depicted in Fig. 8 (A). 

The study was conducted in a dimly lit, sound-attenuated, and electrically shielded 

laboratory room at Okayama University in Japan. In the modality-specific selective attention 

modulated multisensory WM encoding blocks (block 1 and block 2), taking the cAVs-TestV 

condition as an example, at the beginning of each trial, a white central fixation icon was 
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presented on the screen for 500 ms. Then, semantically congruent audiovisual stimuli were 

presented at the encoding stage for a duration of 600 ms, which was followed by a 2000-ms 

delay and the presentation of a probe stimulus for a duration of 600 ms, with a 3000-ms 

response limit. During the WM encoding stage, the participants were asked to selectively 

attend to the target modality and ignore another task-irrelevant modality stimulus according to 

the particular experimental 
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Fig. 8. Four conditions (A) and an experimental procedure example of a cAV-TestV trial under the 

modality-specific selective attention condition (B). (A) Four conditions separately evaluating the bimodal 

presentation (i.e., cAV and icAV) for subsequent unimodal retrieval (i.e., V and A) under modality-specific 

selective attention and divide-modality attention conditions. Four conditions tested under modality-specific 

selective attention and divide-modality attention conditions. cAV-TestV means that semantically congruent 

audiovisual encoding stimuli and retrieval probes were visual stimuli, icAV-TestV means that semantically 

incongruent audiovisual encoding stimuli and retrieval probes were visual stimuli, cAV-TestA means that 

semantically congruent audiovisual encoding stimuli and retrieval probes were auditory stimuli, and 

icAV-TestA means that semantically incongruent audiovisual encoding stimuli and retrieval probes were 

auditory stimuli. (B) Experimental procedure example of a cAV-TestV trial under modality-specific selective 

attention conditions. A fixation cross was shown for 500 ms, and a stimulus (semantically congruent or 

incongruent audiovisual stimulus) with a duration of 600 ms was then presented. A blank screen was shown 

after a 2000-ms delay, and finally, the probe visual or auditory stimulus was presented for 600 ms within a 

3000-ms time limit. The participants were asked to determine whether the probe stimulus was the same as 

the stimulus presented during the encoding stage. 

 

instructions (Fig. 8 (B)). During the WM retrieval stage, the participants were asked to 

determine whether the probe stimulus was the same as the target stimulus presented during the 

WM encoding stage with a key response (for half of the participants, “yes” and “no” responses 

corresponded to the "1" and "3" number keys on the keypad, respectively; for the other half of 

the participants, “yes” and “no” responses corresponded to the "3" and "1" number keys on the 

keypad, respectively); presented and unpresented probe stimuli were referenced equally. 

However, in the multisensory WM blocks with divided-modality attention (blocks 3 and 4), 

participants were asked to attend to both visual and auditory stimuli during the multisensory 

WM encoding stage because they could not predict whether the following retrieval probe 
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would be a visual modality or an auditory modality. All visual and auditory stimuli were 

presented synchronously for 600 ms, followed by a randomized intertrial interval (ITI) ranging 

from 1500 to 3000 ms. An experimental introduction was presented on the screen before each 

condition began. The stimulus delivery and behavioral response recordings were controlled 

using Presentation 0.71 software (Neurobehavioral Systems Inc., Albany, California, USA). 

After each block, participants were asked to rest for 1 min. The completion time for the entire 

experiment was approximately 1 h and 20 min. 

Before the formal experiment, each participant was required to complete two practice 

experiments. For the two practice experiments, the stimulus duration time was the same as that 

in the formal experiment. In the first practice experiment, the participants were asked to fully 

familiarize themselves with the 48 audiovisual pairs that would be used in the formal 

experiment. In the second practice experiment, the participants were asked to fully familiarize 

themselves with the four practice conditions under two different attention modalities. Each 

practice condition consisted of four trials (i.e., the probe stimuli were the same as those in the 

previous bimodal presentations in two trials and were not the same as those in the previous 

bimodal presentations in the other two trials), and correct/error feedback followed each trial. 

The formal experiment did not begin until the participants understood and could accurately 

repeat the experimental requirements. 

 

3.3 Results 

ACRs and RTs were recorded for four blocks. Accuracy rates were calculated as the 

percentage of correct responses (correct hits and correct rejections). Only RT values associated 
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with correct responses and within ± 2 SDs were considered for further analysis. 

Regarding the ACRs, those for visual and auditory WM retrieval performance reached a 

ceiling in all encoding patterns (above 94%). A 2 attention focus (modality-specific selective 

attention and divided-modality attention) ×2 semantic congruency (cAV and icAV) × 2 

unisensory retrieval modality (V and A) repeated-measures analysis of variance (ANOVA) was 

conducted, revealing a significant main effect for attention focus (F(1, 33) = 14.25, p < 0.001, 

η² = 0.3) and for unisensory retrieval modality (F(1, 33) = 14.21, p < 0.001, η² = 0.3). 

Additionally, only a significant two-way interaction between semantic congruency and 

unisensory retrieval modality was found (F(1, 33) = 4.89, p = 0.034, η² = 0.13). For semantic 

congruency, a post hoc analysis with Bonferroni correction only revealed a significant 

difference from the auditory modality under the cAV and icAV conditions (p = 0.049). This 

result indicates that semantically congruent multisensory encoding can facilitate subsequent 

unisensory modality retrieval compared with semantically incongruent multisensory encoding. 

For the unisensory retrieval modality, a significant difference was only found between the 

visual and auditory retrieval modalities under the icAV condition (p < 0.001). Such a result 

indicates that object recognition accuracy was visually dominated considering that visual 

pictures can provide more reliable information for object encoding (Molholm, Ritter, Javitt, & 

Foxe, 2004; Schmid, Büchel, & Rose, 2010). It must be noted that such a visual encoding 

advantage was more significant when the semantic contents of the two modalities conflicted, as 

visual object representations are more robust against the presence of object representations 

from the auditory domain and vice versa (Schmid, Büchel, & Rose, 2010). Additionally, no 

significant three-way interaction was found (p = 0.44). 

Regarding the mean correct RTs, a 2 attention focus (modality-specific selective attention 

and divided-modality attention) ×2 semantic congruency (cAV and icAV) × 2 unisensory 
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retrieval modality (V and A) repeated-measures ANOVA was conducted and showed a 

significant main effect of attention focus (F(1, 33) = 49.88, p < 0.001, η² = 0.6), demonstrating 

a faster retrieval response under the modality-specific selective attention condition (500 ms) 

than under the divided-modality attention condition (561 ms). The results also showed a main 

effect of semantic congruency (F(1, 33) = 22.59, p < 0.001, η² = 0.41), with a faster response to 

cAV stimuli (521 ms) than to icAV stimuli (540 ms). In addition, a significant main effect of the 

unisensory retrieval modality was also found (F(1, 33) = 98.32, p < 0.001, η² = 0.75), showing 

a faster response to the visual retrieval modality (491 ms) than to the auditory retrieval 

modality (570 ms). A significant two-way interaction between semantic congruency and 

unisensory retrieval modalities was found (F(1, 33) = 8.43, p = 0.007, η² = 0.2). Another 

two-way interaction between attention focus and semantic congruency was found (F(1, 33) = 

9.12, p = 0.004, η² = 0.22). Importantly, the interaction between the three factors was 

significant (F(1, 33) = 4.49, p = 0.042, η² = 0.12). Three-way interaction results revealed 

significant differences in visual or auditory modalities between cAVs and cAVd (p < 0.001) 

conditions as well as between cAVs and icAVd (p < 0.001) conditions. 

To evaluate the effect of bimodal presentation with different attention focuses on 

subsequent unisensory WM retrieval, two separate 2 semantic congruency (cAV and icAV) × 2 

unisensory retrieval modality (V and A) repeated-measures ANOVAs were conducted. For the 

modality-specific selective attention condition, only a significant main effect of retrieval was 

found (F(1, 33) = 83.99, p < 0.001, η² = 0.72), indicating significantly faster WM retrieval for 

the visual modality (461 ms) than for the auditory modality (539 ms). There was no significant 

interaction between semantic congruency and the retrieval modality (p = 0.48). For the 

divided-modality attention condition, significant main effects of semantic congruency (F(1, 

33) = 20.54, p < 0.001, η² = 0.38) and retrieval modality (F(1, 33) = 66.95, p < 0.001, η² = 0.67) 
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were found, indicating significantly faster WM. 

 

Table 3. RT and ACR results for visual and auditory WM retrieval under different attention-mediated 

multisensory WM encoding conditions. Notes: RTs, reaction times; ACRs, accuracy rates; SD, standard 

deviation; V, visual; A, auditory; cAVs, semantically congruent audiovisual condition with modality-specific 

selective attention; icAVs, semantically incongruent audiovisual condition with modality-specific selective 

attention; cAVd, semantically congruent audiovisual condition with divided-modality attention; and icAVd, 

semantically incongruent audiovisual condition with divided-modality attention. 

Encoding Test RTs (M ± SD ms) ACRs (M ± SD %) 

cAVs V 459 ± 86 98.0 ± 2.2 

icAVs V 463 ± 87 98.2 ± 1.8 

cAVd V 512 ± 113 97.1 ± 2.8 

icAVd V 530 ± 110 97.5 ± 2.9 

cAVs A 535 ± 121 97.7 ± 2.7 

icAVs A 544 ± 119 97.1 ± 2.3 

cAVd A 580 ± 155 95.8 ± 4.5 

icAVd A 623 ± 144 94.4 ± 5.2 

 

retrieval under the semantic congruency condition (546 ms) than under the incongruency 

condition (576 ms) and significantly faster WM retrieval in the visual modality (521 ms) than 

in the auditory modality (602 ms). Additionally, the interaction between semantic congruency 

and retrieval modalities was significant (F(1, 33) = 13.04, p < 0.001, η² = 0.28). For semantic 

congruency, significant differences between visual and auditory modalities were found under 

the cAV condition (p < 0.001) as well as under the icAV (p < 0.001) condition. For the retrieval 
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modality, significant differences in the visual modality between the cAV and icAV conditions 

(p = 0.008) and in the auditory modality between the cAV and icAV conditions were found (p < 

0.001). The details of the ACRs and RTs are shown in Table 3 and Fig. 9 (A). 

To further explore the effect size of attentionally mediated multisensory benefits (e.g., 

the RTs of the cAV condition minus the RTs of the icAV condition under two different 

attention conditions) for the unisensory retrieval modality, a 2 attentionally mediated 

multisensory benefit (modality-specific selective attention and divided-modality attention) × 2 

unisensory retrieval modality (V and A) repeated-measures ANOVA was conducted. The 

results revealed a significant main effect of the attentionally mediated multisensory benefits 

(F(1, 33) = 9.12, p = 0.005, η² = 0.22) and of the unisensory retrieval modality (F(1, 33) = 8.43, 

p = 0.007, η² = 0.2), with a significant effect size of multisensory benefits under the divided 

modality 
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Fig. 9 Mean RTs (A) and attentionally modulated semantically congruent multisensory 

benefits of unisensory WM retrieval (B). cAVs, semantically congruent audiovisual condition 

with modality-specific selective attention; icAVs, semantically incongruent audiovisual 

condition with modality-specific selective attention; cAVd, semantically congruent audiovisual 
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condition with divided-modality attention; and icAVd, semantically incongruent audiovisual 

condition with divided-modality attention. Error bars denote the SE. *p < 0.05, **p < 0.01, 

***p < 0.001. 

 

condition (30 ms) compared with that under the modality-specific selective attention condition 

(7 ms) and a larger effect size in the auditory modality (26 ms) than in the visual modality (11 

ms). Crucially, the interaction between attentionally mediated multisensory benefits and 

retrieval modality was significant (F(1, 33) = 4.89, p = 0.042, η² = 0.12). For the unisensory 

retrieval modality, a post hoc analysis with Bonferroni correction revealed a significant 

difference between modality-specific selective attention and divided-modality 

attention-mediated multisensory benefits in the auditory modality (p = 0.003). No significant 

difference in the visual modality under two different attention-mediated multisensory 

conditions was observed (p = 0.086). Regarding attentionally mediated multisensory benefits, 

a similar analysis revealed a significant difference between visual and auditory modalities due 

to the semantically congruent bimodal presentation with divided-modality attention (p < 0.001; 

Fig. 9 (B)). No significant difference was found between visual and auditory modalities under 

the modality-specific selective attention condition (p = 0.48). Additionally, two paired t-tests 

were used to evaluate the unisensory memory retrieval speed of six semantic categories under 

modality-specific selective attention or divided-modality attention conditions and failed to 

reveal any significant results among six semantic categories under all the conditions, regardless 

of whether the attention focus was modality-specific selective attention or bimodal-divided 

attention.
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3.4. Discussion 

The present study aimed to evaluate the effects of semantically (in)congruent bimodal 

presentation with different attention focuses on subsequent unisensory WM retrieval. There 

were two important results. First, for the bimodal presentation with divided-modality attention, 

unisensory WM retrieval was faster under semantically congruent than under semantically 

incongruent conditions. Moreover, auditory memory retrieval exclusively benefitted from 

semantically congruent multisensory encoding compared with incongruent multisensory 

encoding. Importantly, such a result was only found in the divided-modality attention condition. 

Second, overall faster unisensory WM retrieval was found in the modality-specific selective 

attention condition than in the divided-modality attention condition. 

Additionally, the present study revealed overall faster visual WM retrieval than auditory 

WM retrieval in all conditions, and this result is in accordance with previous multisensory 

memory studies that suggested a dominant role of the visual modality in multisensory 

representations [81]. Alternatively, slower auditory memory retrieval may be caused by slower 

perceptual processing. A previous study reported auditory system decoding acoustic events that 

unfold over time, and a sequence of objects forms a unified auditory representation [99, 100]. 

Thus, transforming an auditory stimulus into a perceptual representation may be more costly 

with respect to time than transforming a visual stimulus. Such a slower auditory perception 

process may also affect subsequent auditory memory retrieval. 
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3.4.1 Semantically congruent bimodal presentation with divided-modality attention 

accelerates unisensory memory retrieval 

A multisensory behavioral study reported that perceptual performance for semantically 

congruent multisensory stimuli was facilitated by divided-modality attention compared with 

the performance observed in a modality-specific selective attention condition. However, for 

incongruent stimuli, divided-modality attention can cause greater interference and then 

degrade performance [31]. This differentially modulated effect of divided-modality attention 

on semantically congruent bimodal presentation is similar to the present findings that faster (or 

slower) unisensory WM retrieval was found in semantically congruent (or incongruent) 

multisensory encoding with divided-modality attention. We tentatively suggest that semantic 

multisensory facilitation with divided-modality attention could differentially modulate 

subsequent unisensory WM retrieval by influencing multisensory representation formation 

during WM encoding. Previous multisensory WM studies indicated that the integration of 

initially processed visual and auditory information from different slave systems was controlled 

in real time by the central executive, which can allocate limited attentional resources to the 

formation of multisensory representations [44, 45, 101]. Crucially, some multisensory studies 

may indicate that robust multisensory representation formation depends on sufficient 

multisensory integration with divided-modality attention [7, 44]. The evidence showed that 

simultaneously attending to two modalities guarantees sufficient resources for multisensory 

integration. However, attending to one modality can cause a reduced amount of information 

available in the task-irrelevant modality and can lead to insufficient multisensory integration 

[32]. Thus, stronger multisensory facilitation under divided-modality attention conditions can 

also positively influence further robust multisensory representation formation. Thus, in the 
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present study, it is reasonable to assume that stronger multisensory facilitation contributed to 

robust multisensory representation formation during semantically congruent bimodal 

presentation with divided-modality attention conditions and then enhanced subsequent 

unisensory WM retrieval. However, under the divided-modality attention condition, 

semantically incongruent stimuli can cause greater semantic conflict and cannot contribute to 

robust multisensory representation formation. This explanation also partially supports the 

extended memory redintegration hypothesis that unisensory memory retrieval can reactivate 

previously constructed multisensory representations [50]. 

Alternatively, accelerated unisensory WM retrieval can also be interpreted as a faster 

trigger result of a consistent internal model constructed in the divided-modality 

attention-mediated semantically congruent multisensory WM encoding condition. According 

to the theoretical framework of the predictive coding model provided by Friston (2010) [16], 

stochastic models of the environment exist in the brain and can be continuously updated by 

constant sensory information. Stochastic internal models will be updated if a top-down 

prediction conflicts with the external sensory input. Talsma et al. (2015) suggested that 

semantically congruent bimodal presentations can result in high-order brain areas receiving 

consistent information; then, these brain areas produce a consistent internal model [83]. In 

contrast, incongruent multisensory stimuli may update an internal model update, which would 

in turn produce a weak internal model. Crucially, Talsma et al. (2015) also suggested that 

attention can boost the precision of predicted sensory input to determine whether the current 

internal model needs to be updated. Considering that acquiring information in a multisensory 

representation is an active process, a stimulus of one modality can activate itself and other 

modalities of information. Thus, in the present study, accelerated unisensory WM retrieval can 

also be interpreted as a faster trigger result of a robust consistent internal model constructed 
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during semantically congruent multisensory encoding with divided-modality attention. 

Of note, the present study revealed that the semantically congruent multisensory benefits 

were significantly larger for auditory WM retrieval under the divided-modality attention 

condition than in other conditions (p < 0.003). Although previous studies have suggested that 

auditory memory performance is inferior to visual memory [51, 102], it must be noted that 

auditory memory retrieval can accrue more multisensory encoding benefits than visual 

memory, which has been indicated in some multisensory memory studies [50, 59, 103]. For 

example, Thelen et al. (2015) reported that semantically congruent and incongruent 

multisensory gains for auditory recognition memory performance were significantly higher 

(6.35% vs. -11.15%) than those for visual recognition memory performance (2.35% vs. -3.9%). 

For such special auditory memory facilitation, some multisensory memory studies have 

suggested that less effective auditory stimuli can trigger more multisensory benefits [74, 104]. 

Previous multisensory studies reported an inverse effectiveness relationship between visual 

and auditory signals in which poorly perceptible unisensory signals demonstrated strong 

multisensory enhancement if presented with another unisensory signal [12, 13]. A recent study 

revealed that inverse effectiveness can also play a role at the word level, in which ambiguous 

words accompanied by matching spoken sound produce greater multisensory integration [78]. 

This result indicated that the multisensory enhancement of inverse effectiveness was 

modulated not only by stimulus saliency but also by crossmodal semantic congruency. In the 

current study, exclusively facilitated auditory WM retrieval may indicate that less effective 

unisensory stimuli can trigger greater multisensory benefits from a robust multisensory 

representation constructed under the semantically congruent bimodal presentation with the 

divided-modality attention condition. 

Sufficient multisensory integration may be an important factor in faster unisensory 
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memory retrieval. However, whether faster unisensory memory retrieval benefited from early 

perception facilitation or late semantic integration remains unclear. Electrophysiological 

evidence indicates that faster memory retrieval benefits from later semantic integration [44]. 

Previous studies have indicated that both early perception facilitation and late semantic 

integration are two parallel integration patterns in multisensory processing [18]. In the present 

study, we cannot distinguish whether faster unisensory memory retrieval is facilitated by early 

perception facilitation, later semantic integration or both. To investigate this unresolved 

question in future work, a possible method is to evaluate the multisensory encoding of 

meaningless audiovisual or meaningful audiovisual pairs by using high-temporal-resolution 

electrophysiology measures. 

Additionally, it must be noted that participants could remember the visual or auditory 

stimulus by using verbal labels during multisensory encoding. For example, participants may 

be remembering a verbal label (“cat”) for the stimuli instead of or in addition to the actual 

visual and auditory representations. Thus, faster auditory WM retrieval was contributed by the 

multisensory representation, or the verbal label effect was ambiguous. A possible method to 

weaken the verbal label effect was increasing the recognition difficulty [105]. For the present 

study, taking the cAV-Test V condition as an example, during the recognition stage, divided the 

visual probe into two types: there was a 50% possibility of the probe being the same as the 

previously presented cat drawing (original type) and a 50% possibility of it being similar to but 

different from the original cat (novel type). Participants may depend more on the actual visual 

representation considering the fact that both probe types have the same concept (i.e., cat, see 

Figure. S1 of Supplementary Material). A supplemental experiment was conducted to evaluate 

unisensory WM retrieval under weak verbal label conditions (see Supplementary Material for 

further details). The supplemental experimental results also revealed faster auditory WM 
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retrieval during semantically congruent multisensory encoding with divided-modality attention 

(see Figure. S2 and Table. S1 of Supplementary Material). The supplemental results might 

indicate that verbal labels might not be a critical factor for faster auditory WM retrieval. 

Importantly, dividing attention resources into semantically congruent visual and auditory 

modalities might be a critical factor for robust multisensory representation formation 

considering the fact that dividing limited resources into two modalities can lead to sufficient 

multisensory integration [7, 45]. Such an opinion might be partly supported by some 

multisensory memory studies that suggested that recognition memory was contributed by 

semantically congruent bimodal presentation but not the verbal label effect [58]. For example, 

Heikkilä et al. (2015) reported that significantly facilitated visual recognition memory 

performance benefited from semantically congruent bimodal presentation (i.e., pictures with 

natural sounds) but not unimodal presentation (i.e., pictures with written words). However, 

participants could easily remember the pictures by using verbal labels when the pictures were 

paired with written words. Heikkilä et al. (2015) suggested that bimodal presentation of 

congruent information during encoding contributes to multisensory representation formation. 

 

3.4.2 Faster unisensory memory retrieval was found in the modality-specific selective 

attention condition but not in the divided-modality attention 

 

Although numerous studies have suggested that multisensory integration is stronger when 

attentional resources are divided to address stimuli in both modalities compared with the 

integration of a single specific modality stimulus, sufficient integration also requires more 

resources. In the present study, overall faster unisensory WM retrieval was found in the 
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modality-specific selective attention condition than in the divided-modality attention condition. 

Such results may indicate that multisensory encoding with divided-modality attention, 

integrating crossmodal information and maintaining multisensory representations have a 

higher resource cost, leaving fewer resources for subsequent unisensory WM retrieval 

processing. 

Previous studies have proposed that a high WM load interferes with executive control, 

reducing the capability of the brain to maintain the priorities of stimuli processing demands. 

Thus, task-irrelevant low-priority distractors would interfere more with the processing of 

task-relevant stimuli [106, 107]. It must be noted that such interference effects may be more 

serious under divided attention conditions considering that WM and divided attention share 

overlapping neural substrates [106, 108, 109]. Santangelo et al. (2013) investigated the neural 

substrates of WM loads and divided attention using functional magnetic resonance imaging 

(fMRI) measurements and found increased activity in the intraparietal sulcus (IPS) with higher 

WM loads, especially when subjects had to divide their attention to monitor multiple objects. 

The author suggested that WM and divided attention shared a common limited-capacity 

resource pool and that the IPS may play a modulation role that can not only divide attention to 

monitor multiple objects but also maintain these objects in WM. Additionally, Xie et al. (2017) 

suggested that the IPS may play a central executive role in that it can allocate attention to visual 

and auditory modalities but can also integrate these signals into a unified multisensory 

representation during the WM encoding stage. Thus, it seems that the IPS may play a central 

executive role in that it can allocate attentional resources, integrate crossmodal information and 

maintain multisensory representation. In the present study, slow unisensory WM retrieval 

under divided-modality attention conditions may reflect higher central executive demands (e.g., 

a higher WM load) to encode and integrate the crossmodal information from stimuli dividing 
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one’s attention and maintain the multisensory representation, leaving few resources for 

unisensory WM retrieval. 

Additionally, the result cannot exclude the possibility that divided attention to two 

modalities may weaken multisensory representation formation. Previous studies have indicated 

that the central executive must monitor the information coming from visual and auditory slave 

systems. In particular, Santangelo et al. (2013) revealed that working memory and divided 

attention utilize a common, limited-capacity pool of processing resources in the overlapping 

brain region (i.e., the left intraparietal sulcus). If too many cognitive resources are devoted to 

attention control operations, few resources may be available for multisensory representation 

formation. Such an alternative explanation is in accordance with Mastroberardino’s opinion 

that the central executive is limited by increasing the difficulty of a concurrent task, especially 

in the central executive, which must allocate more cognitive resources to perform the 

concurrent task and thus cannot combine information from different sources [43]. 

Meanwhile, this explanation partially supports the integrated perception-cognition theory 

suggested by Schneider (2000), which suggested that highly efficient perception processing 

could leave more resources for subsequent high-order cognitive function processes. In contrast, 

devoting too many processing resources to perception may result in insufficient resource 

availability for subsequent higher-order processing, such as WM. Frtusova et al. (2013, 2016) 

suggested that improved WM performance is related to the degree of audiovisual speech 

integration. The author supports and further extends the theory, suggesting that audiovisual 

speech integration can efficiently facilitate perceptual processing, thus leaving more available 

resources for WM processing. In the present study, sufficient multisensory integration 

demanded divided, equal attentional resources to process two modalities, whereas insufficient 

multisensory integration indicated that fewer attentional resources were available to attend to 
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one specific modality. Although divided-modality attention contributed to sufficient 

multisensory integration, this attention modality also costs more resources than 

modality-specific selective attention and leaves fewer available resources for subsequent WM 

retrieval processing. 

 

3.5. Conclusions 

This study investigated the effect of semantic bimodal presentation with different 

attention focuses during the WM encoding stage on subsequent unisensory WM retrieval. The 

results reconcile and extend previous multisensory WM studies by demonstrating that 

semantically congruent bimodal presentation with divided-modality attention can accelerate 

subsequent unisensory WM retrieval, especially less effective auditory WM retrieval. This 

result indicated that sufficient semantically congruent bimodal presentation (e.g., 

divided-modality attention) not only facilitates immediate behavioral perceptual performance 

but can also strongly impact subsequent unisensory WM performance. Moreover, compared 

with insufficient multisensory integration (e.g., modality-specific selective attention), 

sufficient multisensory integration (e.g., divided-modality attention) requires more resources 

for an individual to fully encode and integrate visual and auditory information and maintain a 

robust multisensory representation, leading to fewer available resources for subsequent WM 

retrieval.  

 

3.6. Control experiment 2: verbal naming effect 
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The results of experiment 2 indicated the multisensory representation formation could be 

facilitated by the divided-modality attention. However, there is an unsolved question: does the 

faster unisensory WM performance was contributed by the coherent multisensory 

representation or just verbal naming effect? For example, participants may be remembering a 

verbal label (“cat”) for the stimuli instead of or in addition to the actual visual and auditory 

representations. Therefore, faster unisensory working memory might be caused by verbal 

naming but not the actual representation. 

A possible method to weaken the verbal naming effect was increasing the recognition 

difficulty. Taken cAV-Test V condition for an example, during the recognition stage, the visual 

probe has two possible types: 50% possibility were same to previous presented cat drawing, 

called “original type” and 50% possibility were similar but different from original type, called 

“novel type”. Participants were asked to judge whether the probe stimulus was same to 

previous present stimulus. Participants might be depending more on the actual visual 

representation considering the fact that both two probe types have the same concept (i.e., cat). 

 

3.7 Methods 

3.7.1 Participants 

A total of 11 students (3 women; age range = 20-25 years; mean age = 22.1 years, SD = 

1.58, all right-handed) recruited randomly from campus, with normal or corrected-to-normal 

vision and hearing and no history of mental illness. After receiving a full explanation of the 

experiment and potential risks, all participants provided written informed consent in 
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accordance with the Code of Ethics of the World Medical Association (Declaration of 

Helsinki), and the study protocol was approved by the Ethics Committee of Okayama 

University, Japan. 

 

3.7.2 Apparatus and materials 

Half visual stimuli were the same as those used in Experiment in the manuscript. Another 

half visual stimuli (e.g., line drawing) were taken from the internet (i.e., 

https://www.google.co.jp/). Each line drawing of six semantic category has a similar picture. 

For example, the out-lined drawing of cat contains two types: original type and novel type. 

Please see the Fig. 10. Similarly, another half auditory stimuli were also taken from the internet 

(http://www.findsounds.com) and have two types. Thus, a total of 96 line drawings (6 semantic 

categories × 8 stimuli× 2 types) and 96 matching sounds were used in the experiment. The 

stimulus parameter was the same as those used in Experiment in the manuscript. 

 

3.7.3 Experimental design and procedure 

All experimental designs and procedures were the same as those in the experiment of 

manuscript except the probe stimulus. During the retrieval stage, there are two probe types: 

original and novel. Original means the probe stimulus was same to previous present stimulus. 

In contrast, novel means the probe stimulus was similar but different from previous presented 

stimulus. Please see the red frame of Fig.10. Participants were asked to determine whether the 

probe stimulus was the same as the target stimulus presented during the WM encoding stage 

http://www.findsounds.com/
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with a key response (e.g., “Yes”, press number key 1;” No”, press number key 3). 

 

Fig. 10. Experimental condition of control experiment. A fixation cross was shown for 500 ms, and then a 

stimulus (semantically congruent or incongruent audiovisual stimulus) with a duration of 600 ms was 

presented. A blank screen was shown after a 2000 ms delay, and finally, the probe visual or auditory stimulus 

(e.g., original type, 50% possibility; novel type, 50% possibility) was presented for 600 ms within a 3000 ms 

time limit. The participants were asked to determine whether the probe stimulus was the same as the stimuli 

presented during the encoding stage. 
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3.8 Results 

Accuracy rates were calculated as the percentage of correct responses (correct hits and 

correct rejections). Only RT values associated with correct responses and within ± 2 SDs were 

considered for further analysis. 

With regards the accuracy rates (ACRs), the results showed no significant difference 

between cAVs-Test V and icAVs-Test V (t = 0.47, p = 0.65, d = 0.09) as well as cAVs-Test V and 

icAVs-Test V (t = -0.26, p = 0.8, d = 0.07). Also, no significant difference between cAVd-Test V 

and icAVd-Test V (t = -0.14, p = 0.89, d = 0.07) as well as cAVd-Test V and icAVd-Test V (t = 

-1.47, p = 0.17, d = 0.07). 

For mean correct reaction times (RTs), the results showed a significant difference between 

cAVd-Test A and icAVd-Test A condition (t = -2.51, p < 0.03, d = -0.61) as well as a weak 

significant difference between cAVd-Test V and icAVd-Test V condition (t = 2.12, p = 0.06, d = 

-0.62). No significant differences were found between cAVs-Test V and icAVs-Test V (t = 0.11, 

p = 0.91, d = 0.03) as well as cAVs-Test A and icAVs-Test A condition (t = 0.98, p = 0.35, d = 

0.07). Details see the Table 4 and Fig.11. 

 

Table 4. RTs and ACRs results during the control experiment 

Encoding Test RTs (M ± SD ms) ACRs (M ± SD %) 

cAVs V 537 ± 72 92.0 ± 5.0 

icAVs V 535 ± 62 90.0 ± 6.5 

cAVd V 554 ± 91 92.1 ± 4.6 

icAVd V 636 ± 164 93.4 ± 4.6 

cAVs A 656 ± 131 94.2 ± 4.9 
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icAVs A 646 ± 149 92.5 ± 5.3 

cAVd A 628 ± 129 92.0 ± 6.0 

icAVd A 724 ± 186 92.7 ± 6.2 

 

 

Fig. 11. Mean RTs of visual and auditory memory retrieval under different encoding conditions. cAVs, 

semantically congruent audiovisual condition with modality-specific selective attention; icAVs, semantically 

incongruent audiovisual condition with modality-specific selective attention; cAVd, semantically congruent 

audiovisual condition with divided-modality attention; and icAVd, semantically incongruent audiovisual 

condition with divided-modality attention. Error bars denote the SE. *p < 0.05. 

 

3.9 Discussion 

For the participants, verbal naming was a conventional method for remembering a picture 

by using words. However, the present results do not support the verbal naming hypothesis since 
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they showed that significantly faster auditory working memory (WM) retrieval indicates the 

possibility that matching a novel sound with the original sound can be facilitated by the 

semantically congruent visual stimulus. This outcome implies that a participant might depend 

more on the actual representation but not on verbal naming. Such findings also denote the 

possibility that dividing attentional resources into two modalities might lead to sufficient 

multisensory integration and then to the formation of a robust multisensory representation. 

These results also support the opinion that visual sensory processing is more suitable for 

processing object-related information because pictures can provide richer, more reliable 

information than auditory sensory processing [51]. 

Additionally, a weak significant difference between cAVd-Test V and icAVd-Test V 

(p=0.06) might reflect an insufficient sample size. Similar to faster auditory WM retrieval, both 

visual and auditory memory retrieval showed an accelerated tendency during the 

divided-modality attention mediated, semantically congruent multisensory encoding condition. 

This result also indicates that auditory WM retrieval could receive more semantically 

congruent multisensory benefits compared with visual WM retrieval. 

Future work should deeply investigate the verbal naming effect for multisensory WM by 

using complex matching mechanisms such as word (encoding)–picture (retrieval) or picture 

(encoding)–word (retrieval). For example, Heikkilä et al. (2015) reported that significantly 

facilitated recognition memory performance benefited the semantically congruent bimodal 

presentation (i.e., pictures with natural sounds) but not the unimodal presentation (i.e., pictures 

with written words). However, the participant could easily remember the pictures by using 

verbal labels when the pictures were paired with written words. Heikkilä et al. (2015) 

suggested that the bimodal presentation of congruent information during encoding contributes 

to the formation of a multisensory representation.
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Chapter 4 Benefits of Semantically Congruent Audiovisual Integration 

with Top-Down Attention on the Encoding and Retrieval 

Stages of Unisensory Working Memory 

 

Summary 

Although previous multisensory working memory (WM) studies have reported that 

semantically congruent multisensory memory encoding benefits subsequent unisensory WM 

retrieval, it remains unclear whether memory retrieval can also benefit from semantically 

congruent multisensory integration. Further, we examined whether unisensory WM retrieval 

concurrently benefits from semantically congruent multisensory benefits during the encoding 

or retrieval stages. For this chapter, we investigated the two issues by conducting two 

experiments. The results of the first experiment only revealed a weakly significant difference 

for auditory WM retrieval under the semantically congruent and incongruent conditions, 

indicating that less effective auditory memory retrieval was accelerated by congruent 

semantic information conveyed by a task-irrelevant visual stimulus. The outcomes of the 

second experiment showed that for visual WM retrieval, a significantly faster reaction time 

(RT) was found when congruent audiovisual pairs were presented during the memory 

encoding and retrieval stages of WM, indicating that the formation of a coherent multisensory 

representation was facilitated by semantically congruent audiovisual encoding, and that the 

visual probe triggered the multisensory representation even under the task-irrelevant, auditory 

stimulus interference condition. For auditory WM retrieval, it is reasonable to assume that a 

coherent, robust multisensory representation is constructed during semantically congruent 
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multisensory memory encoding because of task irrelevance, but semantically congruent 

visual stimuli provide more redundant information. Then, during the memory retrieval stage, a 

less effective auditory stimulus can trigger optimized multisensory representation and achieve 

rapid memory retrieval processing. 

4.1 Background  

Multisensory evidence has reported that unisensory visual or auditory perceptual 

performance, such as accuracy and response time, is facilitated by a concurrent, 

task-irrelevant sound or visual stimulus [1-3]. In particular, some studies suggest that such 

crossmodal facilitation is restricted by several rules, such as low-level temporal synchrony [4] 

and spatial colocation [5], as well as high-level semantic association [6] and top-down 

attention [7]. 

Crossmodal semantic congruency means that the semantic content of visual and auditory 

aspects belongs to the same object (i.e., a picture of a cat with the sound “meow”) or a 

different object (i.e., a picture of a cat with a barking sound). Studies have shown 

significantly faster visual response times to semantically congruent audiovisual pairs than to 

incongruent pairs [15]. Additionally, semantically congruent audiovisual stimuli not only 

facilitate visual perception performance, but can also accelerate WM retrieval [44, 45]. For 

instance, Xie et al. (2017) found that visual memory retrieval was accelerated by previous 

semantically congruent audiovisual memory encoding, indicating that a coherent 

multisensory representation was constructed during the encoding stage of WM and then 

triggered by a visual probe. These studies only focused on modality effects (i.e., bimodal vs. 

unimodal) or semantic congruency (i.e., congruent vs. incongruent) during the encoding stage 
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of WM and ignored the possibility that the memory retrieval process might also be affected 

by multisensory presentation. 

Memory retrieval is the interaction process of an external perception signal and internal 

memory traces [111]. Neuroimaging studies on the relationship between encoding and 

retrieval [112, 113] indicate that similar cortical circuits are activated during encoding and 

retrieval. This  indicates that improved WM performance might be caused by bimodal 

encoding or retrieval since previous memory studies cannot discriminate whether improved 

memory was caused by better encoding or retrieval operations. Prior WM studies have 

reported that the visual memory retrieval process can be impaired by another task: irrelevant 

visual information. In particular, Wais et al. (2011) investigated the impact of task-irrelevant 

auditory information (e.g., three conditions: white noise, ambient sound, and silence control) 

on visual memory retrieval and found that the presence of auditory distractions diminished 

the objective recollection of goal-relevant details relative to the silence and white noise 

conditions [113]. These findings suggest that the disruption of recollection by external stimuli 

is a domain-general phenomenon produced by interference between resource-limited, 

top-down mechanisms that guide the selection of mnemonic details and control processes that 

mediate our interactions with external distractors. Another study, in a PhD dissertation by 

Philippi, investigated crossmodal visual-haptic memory retrieval (e.g., cV-rV, cT-rT, cV-rVT, 

and cT-rVT) and found significant haptic memory retrieval benefits when haptic memory 

retrieval accompanies a visual stimulus [114]. The authors provide two possibilities for 

multisensory retrieval. First, the unisensory components of a multisensory retrieval cue could 

each initiate an attempt to retrieve information independently, followed by probability 

summation. Second, because of the multisensory integration of redundant information, the 
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unisensory components of a multisensory retrieval cue could interact and improve the 

signal-to-noise ratio of each retrieval attempt. 

At present, it remains unclear whether crossmodal audiovisual multisensory retrieval can 

also lead to unisensory visual or auditory WM retrieval. We investigated the issue by using a 

delayed matching-to-sample paradigm. We hypothesized that unisensory WM retrieval could 

benefit from a semantically congruent multisensory presentation since the evidence showed 

that the memory retrieval process can be affected by the perception process. 

 

 

4.2 Methods 

4.2.1 Participants 

A total of 34 paid participants (15 women; age range = 21-26 years; mean age = 24.5 years, 

SD = 1.46) were recruited randomly from campus to participate in experiment 1. All the 

participants had normal or corrected to normal vision and hearing, and both were right-handed, 

were without mental illness, and had not participated in a similar experiment before. After 

receiving a full explanation of the experiment and potential risks, all participants provided 

written informed consent in accordance with the Code of Ethics of the World Medical 

Association (Declaration of Helsinki), and the study protocol was approved by the Ethics 

Committee of Okayama University, Japan. 
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4.2.2 Apparatus and materials 

Visual stimuli were obtained from the standard set of outlined drawing pictures 

(Snodgrass & Vanderwart, 1980) with an 8° visual angle. The selected pictures contained an 

equivalent number of objects from six semantic categories (e.g., animals, tools, instruments, 

vehicles, doll and furniture) and were divided equally among each experimental condition. The 

auditory stimuli consisted of verbalizations that corresponded to the visual stimuli (the sound 

of a cat meowing was paired with the picture of a cat). All of the sound files were downloaded 

from a website (http://www.findsounds.com) and modified with audio editing software (Adobe 

Audition version 5.0) according to the following parameters: 16 bit; 44,100 Hz digitization. 

Semantically related sounds were delivered binaurally at an intensity level of 75 dB. A total of 

48 line drawings (6 semantic categories×8 stimuli) and 48 matching sounds were used in the 

task. 

The visual stimuli were presented on a 24-inch VG 248 LCD computer monitor with a 

screen resolution of 1920×1080 and a refresh rate of 144 Hz (Taiwan, ASUS); the monitor was 

located 75 cm away from subjects. Auditory stimuli were delivered binaurally at an intensity 

level of 70 dB via headphones (Sony, MH-1000XM3). 

 

4.2.3 Experimental design and procedure 

Experiment 1 consisted of a 2 memory retrieval pattern (bimodal cAV and bimodal icAV) 

× 2 unisensory encoding modal (V and A) within-subject design. The participants performed a 

delayed matching WM task during the two experimental blocks. Each block consisted of two 

conditions. For Block 1, the first condition evaluated the effect of task-irrelevant, semantically 

http://www.findsounds.com/
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congruent auditory information on unimodal visual WM retrieval performance (V-Test cAV). 

The second condition assessed the effect of task-irrelevant, semantically incongruent auditory 

information on unimodal visual WM retrieval performance (V-Test icAV). For Block 2, the 

first condition determined the effect of task-irrelevant, semantically congruent visual 

information on unimodal auditory WM retrieval performance (A-Test cAV). The second 

condition examined the effect of task-irrelevant, semantically incongruent visual information 

on unimodal auditory WM retrieval performance (A-Test icAV). Each condition contained 48 

trials: 24 probe stimuli were presented, and 24 probe stimuli were not presented. The order for 

blocks and conditions in each block was counterbalanced across the participants. The four 

conditions designed for the experiment are depicted in Fig. 12. 
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Fig.12 Two blocks of multisensory working memory retrieval. (A) Evaluation of the effect of a 

task-irrelevant sound on visual memory matching. The participants were asked to judge whether the visual 

picture was the same as the previously presented one and to ignore the task-irrelevant, semantically 

congruent or incongruent sound. (B) Evaluation of the effect of task-irrelevant visual pictures on visual 

memory matching. The participants were asked to judge whether the sound was the same as the previously 

presented sound and to ignore the task-irrelevant, semantically congruent or incongruent picture. 

The study was conducted in a dimly lit, sound-attenuated, and electrically shielded 

laboratory room at Okayama University in Japan. For the first experimental procedure, taking 

the cAV-TestV condition as an example, at the beginning of each trial, a white central fixation 

icon was presented on the screen for 500 ms, and then semantically congruent audiovisual 

stimuli were presented at the encoding stage for a duration of 600 ms, followed by 2000 ms of 

delay. Next, a probe stimulus was presented for 600 ms with a 3000 ms response limit. During 

the WM encoding stage, the participants were asked to attend to the unisensory target modality 

and to remember the unisensory target stimulus. During the WM retrieval stage, the 

participants were asked to selectively attend to the target stimulus and ignore the 

task-irrelevant modality stimulus, and then determine whether the probe stimulus was the same 

as the target stimulus presented during the WM encoding stage with a key response (for half of 

the participants, the yes and no responses corresponded to the "1" and "3" number keys on the 

keypad, respectively; for the other half of the participants, the yes and no responses 

corresponded to the "3" and "1" number keys on the keypad, respectively). The presented and 

unpresented probe stimuli were referenced equally. All visual and auditory stimuli were 

presented synchronously for 600 ms, followed by a randomized intertrial interval (ITI) ranging 

from 1500 to 3000 ms. An experimental introduction was presented on the screen before each 

condition began. The stimulus delivery and behavioral response recordings were controlled 
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using Presentation 0.71 software (Neurobehavioral Systems Inc., Albany, California, USA). 

After each block, the participants were asked to rest for 1 min. The completion time for the 

entire experiment was approximately 35 min. 

Before the formal experiment, each participant was required to complete two practice 

experiments for which the stimulus duration time was the same as that in the formal 

experiment. In the first practice experiment, the participants were asked to fully familiarize 

themselves with the 48 audiovisual pairs used in the formal experiment. In the second practice 

experiment, the participants were asked to fully familiarize themselves with the two conditions 

of each block. Each condition had four trials (i.e., two trials were the same as previous 

multisensory presentations, while the other two trials were not the same as the prior 

multisensory presentations), and correct/error feedback followed each trial. The formal 

experiment did not begin until the participants understood and could accurately repeat the 

experimental requirements. 

4.3 Results   

Accurate response rates (ARS) and RTs were recorded for two blocks. The accuracy rates 

were calculated as the percentage of correct responses (correct hits and correct rejections). 

Only RT values associated with correct responses and within the mean ±2 SDs were considered 

for further analysis. 

Regarding the ARS, a 2 modality (V and A)×retrieval congruency (bimodal cAV and 

bimodal icAV) repeated-measures analysis of variance (ANOVA) was conducted. No 

significant main effect was found for the unisensory retrieval modality F(1, 33)=0.24, p=0.63, 

η²=0.007 or for retrieval congruency F(1, 33)=0.09, p=0.76, η²=0.003. There was no 
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significant interaction between the unisensory retrieval modality and retrieval congruency F(1, 

33)=1.64, p=0.21, η²=0.05. For details, see Table 5. 

 

Table 5. The RT and ARS results for visual and auditory WM retrieval under different multisensory 

retrieval conditions. Notes: RTs = reaction times; ARS = accuracy response rates; SD = standard deviation; 

V = visual; A = auditory; bimodal cAV = semantically congruent audiovisual; Bimodal icAV= semantically 

incongruent audiovisual. 

 

Modality  Retrieval congruency RTs (Me ± SD ms) ACRs （M ± SD %） 

V Bimodal cAV 455 ± 101 94.2 ± 6.0 

V Bimodal icAV 457 ± 97 95.2 ± 5.0 

A Bimodal cAV 524 ± 112 94.3 ± 4.4 

A Bimodal icAV 533 ± 112 94.8 ± 4.7 

 

Regarding the mean correct response RT data, a 2 modality (V and A)× retrieval 

congruency (bimodal cAV and bimodal icAV) repeated-measures ANOVA was conducted. The 

results revealed a significant difference for modality F(1, 33) = 49.67, p < 0.001, η² = 0.6, 

revealing a faster retrieval response for visual modality (456 ms) rather than auditory modality 

(528 ms). No significant main effect was found for the unisensory retrieval modality F(1, 33) = 

2.04, p = 0.16, η² = 0.06. There was no significant interaction between the unisensory retrieval 

modality and retrieval congruency F(1, 33) = 1.78, p = 0.19, η² = 0.05. There was a weakly 

significant difference between the A-Test cAV and icAV conditions (p = 0.09). 

 

4.4 Discussion 
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We investigated the effects of task-irrelevant, semantically congruent or incongruent 

modality stimuli on target unisensory WM retrieval. The results showed no significant 

difference for accuracy and RTs. Before the formal experiment, we hypothesized that 

semantically congruent, task-irrelevant modality stimuli would facilitate target unisensory 

WM retrieval. As one previous study reported significant visual-haptic memory retrieval 

benefits for unisensory visual and haptic memory retrieval, we suspect that four points may 

have led to these outcomes: (1) the sample size, (2) the stimulus, (3) the memory task, and (4) 

the evaluation index (accuracy vs. RT). 

For the sample size, 18 participants took part in Philippi’s study [114], while 34 

participants took part in our study. Eighteen participants might be insufficient in a 2-factor 

within-subject design. G*power provided an appropriate sample size of 24 to research the 

minimum power 80% (i.e., for effect size,αparameter was used as the default value). Thus, 

an insufficient sample size was an important factor for the difference in the results. 

The visual stimulus in Philippi’s study [114] was black cards with dots or dashes, while 

the haptic stimulus was simple tactile vibration. In the present study, we used an outline 

drawing with a semantically congruent or incongruent sound. Semantic information may have 

been an important factor for the difference in the outcomes. 

For the task, in Philippi’s study [114], the participants were instructed to remember the 

content and location of each card during the encoding stage. In addition, the participants had 

to verbally repeat the letter string ‘a,b,c’ during the encoding phase. During the retrieval stage, 

the participants were asked to give the location of the object with the most resemblance to the 

object they just observed. In the present study, the participants were asked to memorize the 

picture or sound during the encoding stage of WM. Then, when the participant judged whether 
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the picture (i.e., visual probe) was the same as the previous memorized picture, a 

task-irrelevant sound accompanied the picture. The task difference might also be a critical 

factor for the difference in results. In particular, multisensory evidence has reported that visual 

perception performance can gain few multisensory integration benefits compared with auditory 

perception performance. Welch and Warren (1980) suggested that visual stimuli are efficient 

and reliable when processing object-related information [115]. Thus, visual WM matching 

performance can gain few benefits from semantically congruent auditory stimuli. For auditory 

WM matching performance, some studies indicated that maintenance of the auditory 

representation is easy for visual representation since evidence has shown that external visual 

input needs to be transformed into a corresponding phonological code and not vice versa [116]. 

For the evaluating index, accuracy was used in Philippi’s study, while RT was evaluated 

in the present study. Kahana et al. (1999) discussed the relationship of accuracy and RTs in 

human memory in detail and suggested that both are useful measures for evaluating 

multisensory representations in human memory [66]. In particular, RTs were a useful index 

for evaluating memory retrieval speed when accuracy reached the ceiling; according to 

Kahana et al. (1999): “This is one version of a strength theory of memory—accuracy and 

IRTs [item response theories] are just two measures of the strength of information stored in 

memory.” Kahana et al. further stated: “Superficially, it appears that our review of theory and 

data concerning accuracy and RT in human memory supports the view that these two 

measures may reflect a single underlying dimension of information” and that in “these tasks, 

people rarely make errors, yet speed may be of the essence.” Therefore, to study tasks that are 

performed essentially without errors, we must consider RTs. Additionally, an overall 94% 

accuracy was found in our study, indicating that the task was too easy to sufficiently explore 
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WM performance. Thus, evaluating the RT of memory retrieval operations was an 

appropriate choice. 

Although the interaction effect cannot enable research of the significance, we conducted 

a control plan comparison and found a possible significant tendency of auditory WM 

matching performance. This result implies that auditory memory retrieval benefits from 

task-irrelevant, semantically congruent visual stimuli and not vice versa. We support 

Philippi’s opinion that less effective auditory WM retrieval might receive more benefits from 

a semantically congruent visual picture to some degree. 

4.5 Research limitation 

The present study suggests that auditory WM retrieval could be positively affected by 

semantically congruent visual stimuli and not vice versa. However, can auditory WM 

retrieval not only be affected by multisensory retrieval, but also modulate multisensory 

encoding benefits? In the present study, the auditory probe  only triggered the unisensory 

auditory memory trace, even if this retrieval process was positively modulated by 

task-irrelevant, semantically congruent visual information. Considering previous 

multisensory WM studies (including our first two experiments), unisensory WM retrieval can 

be accelerated by prior semantically congruent audiovisual encoding. Such faster memory 

retrieval benefited the central storage opinion of multisensory representations, which means 

that memory retrieval was associated with a previous encoding operation. Hence, a 

subsequent experiment was necessary to investigate whether unisensory WM could 

concurrently benefit from semantically congruent multisensory encoding and multisensory 

retrieval. 
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4.6 Background 

WM is a cognitive function that can temporarily maintain and manipulate a limited 

amount of information over a short period of time [93]. Memory encoding is an important stage 

that can transfer external perceptual information for temporary maintenance by building 

transient representations [87]. Different modal information that was initially processed is 

integrated into a coherent multisensory representation during the encoding stage of WM, and 

then facilitates subsequent visual WM performance [44, 45]. 

 Multisensory studies have shown that perceptual behavioral performance is enhanced or 

attenuated depending on whether visual and auditory stimuli sharing semantic content belong 

to the same object (“semantically congruent”) or not (“semantically incongruent”) [15]. Not 

only can semantically congruent multisensory integration improve perceptual behavioral 

performance; it can also accelerate subsequent WM performance [44, 45]. For example, Xie et 

al. (2017) found a faster RT for visual WM retrieval under the semantically congruent 

multisensory encoding condition compared with the visual-only encoding condition. Further 

standardized low-resolution brain electromagnetic tomography (sLORETA) results indicate 

that initially processed and semantically congruent sensory information from the visual-spatial 

sketchpad and phonological loop are integrated into a unified multisensory representation in 

the posterior parietal cortex (PPC) [44]. 

In particular, evidence has shown that faster memory performance not only benefits 

from multisensory encoding, but can also be affected by multisensory retrieval. For example, 

Brunetti et al. (2017) investigated the impact of crossmodal correspondence (CC) on 

unisensory visual and auditory WM performance using an N-back paradigm [52]. They found 
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significantly faster unisensory WM retrieval when numerosity congruent audiovisual pairs 

were concurrently presented in the encoding as well as retrieval stages of WM. In particular, 

they found that WM retrieval was sensitive to audiovisual numerosity congruency compared 

with encoding operations, regardless of whether the modality was visual or auditory. The 

authors suggested that multisensory retrieval could be interpreted as a redundancy effect, 

which means that the target offers a crossmodal reinforcement of the information. Although 

Brunetti et al. (2017) reported such differentially multisensory benefits for memory encoding 

and retrieval, it remains unclear whether semantically congruent multisensory presentation 

can also modulate non-verbal unisensory WM performance. 

Additionally, previous studies have focused on the effect of semantically congruent 

multisensory integration on visual memory retrieval and have overlooked the strong 

dependence of multisensory integration on one’s attentional resources. For example, in Xie et 

al.’s study, the participants were asked to divide their attention between visual and auditory 

stimuli during multisensory encoding. If the semantic information of visual and auditory 

stimuli were conflicting, divided attention toward two modalities (e.g., a picture of a cat with a 

barking sound) may increase susceptibility to a distractor (e.g., the sound of a dog barking) 

and lead to impairments of the target modality (e.g., a picture of a cat) stimulus encoded into 

memory [55], thus further impacting target modality memory retrieval. Importantly, such 

interference might be destructive for subsequent auditory memory retrieval considering 

previous studies reporting that auditory perceptual performance can be strongly affected by a 

task-irrelevant visual stimulus but not vice versa [56]. A useful method to weaken the 

task-irrelevant inference during multisensory encoding is to selectively attend to one modality 

while ignoring another task-irrelevant stimulus. This method has been widely used in prior 



Chapter 4 Benefits of Semantically Congruent Audiovisual Integration with Top-Down 

Attention on the Encoding and Retrieval Stages of Unisensory Working Memory 

 

 

  92 

research on multisensory integration [18, 32, 33] as well as in studies on multisensory 

recognition memory [58, 59]. Multisensory integration is weaker when attention is directed 

toward one modality compared with when attentional resources are divided between two 

modalities [32, 33]. Since visual WM retrieval is strongly dependent on the facilitation of a 

perception of crossmodal semantic multisensory integration, it is reasonable to assume that 

weak semantically congruent multisensory integration during WM encoding might be able to 

influence subsequent unisensory WM retrieval performance. 

The purpose of this study was to investigate the effect of semantically congruent 

multisensory integration (i.e., with modal attention) in the memory encoding and retrieval 

stages of WM by manipulating attention to focus on the visual or auditory modality. We 

examined this issue by employing the delayed matching-to-sample paradigm (DMS) that was 

used by Xie et al. (2017). By using the DMS paradigm, we were able to directly evaluate 

unisensory memory retrieval under semantically (in)congruent multisensory encoding 

conditions without any frequent processing of representation updates, such as the N-back task 

[117]. We posited that both unisensory visual and auditory WM retrieval would benefit from 

semantically congruent multisensory encoding modulated by modal attention. In particular, 

auditory WM retrieval might receive more multisensory benefits than visual WM retrieval. 

4.7 Methods 

4.7.1 Participants 

Another 34 paid participants (13 women; age range = 22-29 years; mean age = 24.9 years, 

SD = 1.97) were recruited randomly from campus to participate in experiment 2. All the 
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participants had normal or corrected to normal vision and hearing, and both were right-handed, 

were without mental illness, and had not participated in a similar experiment before. After 

receiving a full explanation of the experiment and potential risks, all participants provided 

written informed consent in accordance with the Code of Ethics of the World Medical 

Association (Declaration of Helsinki), and the study protocol was approved by the Ethics 

Committee of Okayama University, Japan. 

4.7.2 Apparatus and materials 

All experimental stimuli and apparatus were the same as those in previous multisensory 

retrieval experiment. 

4.7.3 Experimental design and procedure 

All stimulus parameters and procedures were the same as those in the multisensory 

retrieval experiment, except for the experimental conditions. There were eight conditions 

(blocks) in this experiment. Unisensory visual and auditory WM retrieval were separately 

evaluated under the following four conditions: (1) semantically congruent audiovisual pairs 

were concurrently presented during the encoding and retrieval stages of WM; (2) semantically 

incongruent audiovisual pairs were concurrently presented during the encoding and retrieval 

stages of WM; (3) semantically congruent audiovisual pairs were only presented during the 

encoding stage of WM; (4) semantically congruent audiovisual pairs were only presented 

during the retrieval stage of WM. See Fig. 13. 

During the WM encoding stage, the participants were asked to selectively attend to the 

target modality and to ignore another task-irrelevant modality stimulus according to different 



Chapter 4 Benefits of Semantically Congruent Audiovisual Integration with Top-Down 

Attention on the Encoding and Retrieval Stages of Unisensory Working Memory 

 

 

  94 

experimental introductions. During the WM retrieval stage, the participants were also asked to 

selectively attend to the target modality and to ignore another task-irrelevant modality stimulus, 

and then to determine whether the probe stimulus was the same as the target stimulus presented 

during the WM encoding stage with a key response (for half of the participants, the yes and no 

responses corresponded to the "1" and "3" number keys on the keypad, respectively; for the 

other half of the participants, the yes and no responses corresponded to the "3" and "1" number 

keys on the keypad, respectively). Presented and unpresented probe stimuli were referenced 

equally. 

 

 

Fig.13. Top panel: Examples of visual working memory retrieval. The participants were asked to judge 

whether the picture was the same as the previously presented one under four conditions: encoding and 
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retrieval were semantically congruent (Block 1) or incongruent (Block 4), encoding was semantically 

congruent while retrieval was semantically incongruent (Block 2) and encoding was semantically 

incongruent while retrieval was semantically congruent (Block 3). In the bottom panel, the participants were 

asked to judge whether the sound was the same as the previously presented picture under four conditions: 

encoding and retrieval were semantically congruent (Block 5) or incongruent (Block 8), encoding was 

semantically congruent while retrieval was semantically incongruent (Block 6), and encoding was 

semantically incongruent while retrieval was semantically congruent (Block 7). 

 

4.8 Results 

Regarding the ARS, those for visual and auditory WM retrieval performance reached a 

ceiling in all encoding patterns (above 92%). A 2 encoding congruency (bimodal cAV and 

bimodal icAV) × 2 retrieval congruency (bimodal cAV and bimodal icAV) × 2 attended 

modality (V and A) repeated-measures ANOVA was conducted and revealed a significant main 

effect for attended modality F(1, 33) = 4.73, p = 0.04, η² = 0.13. There was no significant main 

effect for encoding congruency F(1, 33) = 2.36, p = 0.13, η² = 0.07 or retrieval congruency F(1, 

33) = 1.27, p = 0.27, η² = 0.04. Additionally, there was no significant difference for the 

three-way interaction F(1, 33) = 1.38, p = 0.25, η² = 0.04. For details, see Table 6. 

 

Table 6. The RT and ARS results for visual and auditory WM retrieval under different multisensory 

encoding and retrieval conditions. Notes: RTs=reaction times; ARS=accuracy response rates; SD=standard 

deviation; V=visual; A=auditory; Bimodal cAV=semantically congruent audiovisual; Bimodal 

icAV=semantically incongruent audiovisual. 
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Encoding Retrieval RTs (M ± SD ms) ACRs (M ± SD%) 

 Visual 

Bimodal cAV Bimodal cAV 429 ± 71 95.4 ± 4.5 

Bimodal cAV Bimodal icAV 454 ± 85 95.1 ± 3.6 

Bimodal icAV Bimodal cAV 459 ± 84 95.1 ± 4.1 

Bimodal icAV Bimodal icAV 459 ±103 96.6 ± 2.8 

 Auditory 

Bimodal cAV Bimodal cAV 482 ± 89 96.7 ± 5.1 

Bimodal cAV Bimodal icAV 489 ± 97 92.7 ± 4.5 

Bimodal icAV Bimodal cAV 512 ± 120 95.2 ± 3.4 

Bimodal icAV Bimodal icAV 531 ± 128 94.8 ± 4.1 

 

Regarding the mean correct response RT data, a 2 encoding congruency (bimodal cAV 

and bimodal icAV) × 2 retrieval congruency (bimodal cAV and bimodal icAV) × 2 attended 

modality (V and A) repeated-measures ANOVA was conducted and showed a significant main 

effect for encoding congruency F(1, 33) = 22.28, p < 0.001, η² = 0.4, demonstrating a faster 

response under the bimodal cAV condition (450 ms) than under the bimodal icAV condition 

(503 ms). The results also revealed a significant difference for retrieval congruency F(1, 33) = 

17.73, p < 0.001, η² = 0.35, demonstrating a faster response under the bimodal cAV condition 

(463 ms) than under the bimodal icAV (490 ms). Additionally, the results indicated a 

significant main effect for attended modality F(1, 33) = 7.3, p = 0.01, η² = 0.18, showing a 
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faster response for the visual modality (470 ms) than for the auditory modality (484 ms). The 

interaction between these three factors was significant F(1, 33) = 4.72, p = 0.04, η² = 0.13. The 

details of the ARS and RTs are depicted in Table 2. 

To evaluate the effect of crossmodal semantic congruency on subsequent unisensory 

visual and auditory WM retrieval, two separate 2 semantic congruency (bimodal cAV and 

bimodal icAV) × 2 retrieval congruency (bimodal cAV and icAV) repeated-measures ANOVAs 

were performed. For visual WM retrieval, the results only highlighted a significant main effect 

of encoding congruency (F (1, 33) = 5.34, p = 0.03, η² = 0.14), indicating an encoding 

advantage for the cAV condition (442 ms) over the bimodal icAV condition (459 ms). 

Additionally, there was a significant interaction between encoding congruency and retrieval 

congruency (F (1, 33) = 5.1, p = 0.03, η² = 0.13). A post hoc t-test showed that response time 

was significantly faster when encoding and retrieval were in the bimodal cAV rather than 

bimodal icAV conditions (t= -2.23, p = 0.03, d = 0.34). Additionally, response time was 

significantly faster when encoding and retrieval were in the bimodal cAV rather than the 

encoding bimodal cAV and retrieval icAV conditions (t = -3.26, p = 0.003, d = 0.32). Another 

significant difference was found when encoding and retrieval were in the bimodal 

cAV—compared with the encoding bimodal icAV and retrieval cAV—conditions (t = -3.77, p < 

0.001, d = 0.39). See Fig. 14 (A). 

For auditory WM retrieval, the results only revealed a significant main effect of encoding 

congruency (F (1, 33) = 15.93, p < 0.001, η² = 0.33), indicating an encoding advantage for the 

cAV condition (484 ms) over the bimodal icAV condition (521 ms). The interaction between 

encoding congruency and retrieval congruency was not significant (F (1, 33) = 0.42, p = 0.52, 

η² = 0.12). A plan comparison uncovered a significant difference between the cAV-Test cAV 
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condition and the icAV-Test cAV condition (p = 0.006), as well as the icAV-Test icAV 

condition (p < 0.001). Additionally, there was a significant difference between cAV-Test icAV 

and icAV-Test cAV (p = 0.03), as well as icAV-Test icAV (p < 0.001). See Fig. 14 (B). 
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Fig. 14. Mean RTs of visual and auditory working memory retrieval under different encoding and retrieval 

conditions. cAV=semantically congruent audiovisual condition; icAV=semantically incongruent 

audiovisual condition; cAV=semantically congruent audiovisual condition; and icAVd=semantically 
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incongruent audiovisual condition. Top panel: Reaction time results of visual working memory retrieval 

under four conditions: encoding and retrieval were semantically congruent (cAV-Test cAV) or incongruent 

(icAV-Test icAV), encoding was semantically congruent while retrieval was semantically incongruent 

(cAV-Test icAV), and encoding was semantically incongruent while retrieval was semantically congruent 

(icAV-Test cAV). Bottom panel: Reaction time results of auditory working memory under four conditions: 

encoding and retrieval were semantically congruent (cAV-Test cAV) or incongruent (icAV-Test icAV), 

encoding was semantically congruent while retrieval was semantically incongruent (cAV-Test icAV), and 

encoding was semantically incongruent while retrieval was semantically congruent (icAV-Test cAV). Error 

bars denote the SE. *p<0.05, **p<0.005, ***p<0.001. 

 

4.9 Discussion 

The purpose of this study was to investigate the beneficial effects of semantically 

congruent multisensory integration during the encoding and retrieval stages on unisensory 

visual and auditory WM performance. In agreement with Brunetti's study, our results showed 

significantly faster visual and auditory performance when semantically congruent 

multisensory presentation was presented in the memory encoding and retrieval stages 

compared with the semantically incongruent conditions. However, the results were different 

when semantically congruent audiovisual pairs were only presented during the encoding or 

retrieval stages of WM. 

For unisensory visual WM retrieval, significantly faster memory retrieval speed was 

only found when semantically congruent audiovisual pairs were concurrently presented in the 

encoding and retrieval stages compared with only presented in the encoding (p=0.03) or 

retrieval stage (p=0.003), indicating that crossmodal semantic congruency strongly 
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contributed to multisensory facilitation for the memory encoding stage. One possible 

explanation is that the formation of a coherent multisensory representation was facilitated by 

semantically congruent AVI, and the visual probe then triggered the multisensory 

representation even though the task-irrelevant, auditory stimulus interfered with visual 

memory retrieval. Previous multisensory studies have reported that visual stimuli play a 

dominant role in object recognition because visual stimuli can provide more reliable 

information when processing objects (i.e., modality appropriateness theory [115]). In 

particular, the lack of a significant difference between the cAV-Test cAV and cAV-Test icAV 

conditions may signal that the incongruent auditory stimulus interferes with memory retrieval. 

This outcome supports the opinion of Wais that the disruption of recollection by external 

stimuli is a domain-general phenomenon produced by interference between resource-limited, 

top-down mechanisms that guide the selection of mnemonic details and control processes that 

mediate our interactions with external distractors [113]. Such an explanation might also 

support and extend Philippi’s opinion that unisensory components of a multisensory retrieval 

cue could interact with a multisensory representation by improving the signal-to-noise ratio 

of each retrieval attempt. Such memory retrieval may have been strongly dependent on the 

semantic content of another task-irrelevant modality stimulus. Exclusively, this outcome may 

partially conflict with the findings of Brunetti, who showed strong multisensory benefits for 

memory retrieval but not memory encoding. This result is not surprising because Brunetti 

could not find a significant difference between multisensory encoding and multisensory 

retrieval when the stimulus type was a quantity, thereby underlining the strong dependency of 

the stimulus material. 

For unisensory auditory WM retrieval, similar to visual WM, there was a significantly 
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faster RT for the cAV-Test cAV condition than for the icAV-Test icAV condition, implying 

that the behavioral benefits were concurrently contributed to by semantically congruent 

multisensory encoding and retrieval. In contrast to the visual modality, there were three novel 

outcomes. First, there was a significant difference between cAV-Test cAV and icAV-Test 

icAV, denoting that auditory memory retrieval was strongly dependent on the previous 

congruent audio-visual encoding. The specifically facilitated auditory WM retrieval 

performance is partially consistent with several findings on multisensory recognition memory. 

For example, Thelen et al. (2015) compared the effect of semantically congruent and 

incongruent multisensory presentations on later unisensory recognition and found that 

semantically congruent multisensory gains for auditory recognition performance were 

significantly higher than those for visual recognition memory [51]. In addition, Heikkilä et al. 

(2017) found that discrimination ability regarding old/new objects was significantly higher 

for auditory recognition with a picture/written word that can carry object-related information 

than for other conditions [59]. Second, significantly faster auditory memory retrieval under 

the cAV-Test icAV condition than under the icAV-Test cAV condition might indicate that the 

benefits of multisensory encoding are larger than those of multisensory retrieval. Auditory 

memory retrieval seems to be strongly associated with a previously constructed coherent 

multisensory representation, and even resistance to visual interference. Moreover, the lack of 

a significant difference between the icAV-Test cAV and icAV-Test icAV conditions might 

mean that the semantically congruent multisensory encoding benefits for auditory WM are 

larger, even though the semantically congruent visual stimulus can provide semantically 

congruent information for auditory WM retrieval. This outcome conflicts with the work of 

Brunetti, who showed that auditory WM retrieval is more sensitive to multisensory retrieval 
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but not multisensory encoding. This discrepancy might reflect the difference in stimulus type 

(e.g., a meaningless point and sound vs. a meaningful picture and matching sound) or 

paradigm (e.g., the N-back paradigm vs. the delayed matching-to-sample paradigm). Brunetti 

et al. (2017) could not report the difference between CC at sample stimulus (i.e., cAV-Test 

icAV) and CC at target stimulus (i.e., icAV-Test cAV) when the auditory stimulus type was a 

digit. Indeed, Brunetti also claimed that the nature of the numerosity CC is dependent on the 

type of information used (digits vs. quantities). 

In particular, compared with semantically incongruent multisensory encoding, the results 

indicate that auditory WM retrieval can receive more semantically congruent multisensory 

encoding benefits (p=0.03) than visual WM retrieval (p=0.58). This hypothesis is supported 

by a recent multisensory study that suggests that inverse effectiveness enhancement can be 

modulated by low-level stimulus association (e.g., spatial alignment and temporal synchrony) 

and high-level semantic congruency [78]. Thus, a less effective auditory stimulus might 

trigger a more multisensory process due to visually induced auditory verse facilitation during 

memory retrieval. Another point to consider is modal-based attention; all the participants 

were asked to selectively attend to one modality and to ignore another task-irrelevant 

modality stimulus, regardless of multisensory encoding or multisensory retrieval. Prior 

multisensory evidence demonstrates that visual sensory processing is more suitable for 

processing object-related information because pictures can provide richer, more reliable 

details than auditory sensory processing [79, 80]. Hence, the effect of task-irrelevant visual 

information on auditory WM encoding should not be ignored. Schmid et al. (2011) explored 

the interaction mechanism between crossmodal competition and modal attention using fMRI 

measurements, and found a significant visual dominance advantage only when attention was 
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focused on the auditory modality [81]. The authors suggested that crossmodal competition 

was modulated by modal attention, and that poor auditory encoding can receive more 

redundant information compensation from an unattended visual stimulus. Attending to a poor 

modality encoding compensation mechanism might reflect the flexible recognition necessary 

for the external environment. Thus, for semantically congruent multisensory memory 

encoding, it is reasonable to assume that a coherent, robust multisensory representation would 

be constructed during WM encoding because of task irrelevance, but semantically congruent 

visual stimuli provide more redundant information. Then, during the WM retrieval stage, a 

less effective auditory stimulus can trigger an optimized multisensory representation and 

achieve rapid WM retrieval processing. For semantically incongruent multisensory encoding, 

the formation of a coherent multisensory representation during the WM encoding stage is 

strongly disturbed by a mismatching picture; hence, auditory WM retrieval cannot activate a 

coherent representation, even though the task-irrelevant visual stimulus can provide 

congruent semantic information for auditory WM retrieval. 

4.10 Research limitation 

Although we found that visual and auditory WM retrieval can receive more multisensory 

benefits from the memory encoding stage but not the retrieval stage, it remains unclear 

whether the multisensory benefit pattern could be changed under a higher memory load (e.g., 

the N-back paradigm). Importantly, the central executive might be involved in the formation of 

multisensory representations. For the N-back task, a higher memory load also means that the 

central executive must construct more multisensory representations during the semantically 

congruent encoding condition. Therefore, unisensory memory retrieval might be changed 
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because WM is a resource-limited system, and only a few multisensory representations are 

maintained for subsequent cognitive operations. As such, future work should investigate 

whether the advantage of semantically congruent multisensory encoding can be amplified or 

eliminated in light of a higher memory load. 

 

4.11 Conclusions 

We investigated whether unisensory WM retrieval could be concurrently modulated by 

semantically (in)congruent multisensory encoding and multisensory retrieval. For visual WM 

retrieval, we observed a significantly faster RT when congruent audiovisual pairs were 

presented during the memory encoding and retrieval stages of WM, indicating that the 

formation of a coherent multisensory representation was facilitated by semantically congruent 

audiovisual encoding, and that the visual probe triggered the multisensory representation 

even under the task-irrelevant, auditory stimulus interference condition. For auditory WM 

retrieval, it is reasonable to assume that a coherent, robust multisensory representation would 

be constructed during semantically congruent multisensory memory encoding because of task 

irrelevance, but semantically congruent visual stimuli provide more redundant information. 

Then, during the WM retrieval stage, a less effective auditory stimulus could trigger an 

optimized multisensory representation and achieve rapid WM retrieval processing. 
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Chapter 5 General Conclusion and Future 

Projections 

 

Summary 

Our main aim was to investigate the beneficial effect of semantic audiovisual 

interactions on subsequent unisensory WM retrieval. Our results support and extend the 

central storage opinion of memory representation by showing that unisensory WM retrieval 

(i.e., especially auditory) can be accelerated by crossmodal semantic congruency as well as 

top-down divided-modality attention. In addition, visual and auditory WM retrieval 

differentially benefited from multisensory encoding and retrieval. This chapter summarizes 

our findings. Furthermore, we propose some paths for future research. 
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5.1 General Conclusions 

We investigated unisensory WM retrieval under three multisensory conditions: (1) 

semantically congruent audiovisual encoding benefits; (2) the interaction benefits of 

semantically congruent audiovisual integration (AVI) and top-down attention; and (3) the 

interaction benefits of semantically congruent AVI and top-down attention during the 

encoding and retrieval stages of WM. 

Chapter 2 describes how semantically congruent AVI can differentially modulate 

subsequent unisensory visual and auditory short-term memory (STM) by applying the 

delayed matching-to-sample (DMS) paradigm. The results revealed significantly faster 

unisensory short-term retrieval performance under the semantically congruent audiovisual 

encoding condition. Our findings  suggested that the formation of a coherent multisensory 

representation might be optimized by semantically congruent multisensory integration with 

modal-based attention in memory encoding, and can be rapidly triggered by subsequent 

unisensory memory retrieval demands. For exclusively accelerated auditory short-term 

retrieval, we suggest that the formation of a coherent multisensory representation is 

strengthened by a semantically congruent visual stimulus that is not the focus during the 

memory encoding stage. During the memory retrieval stage, a less effective auditory stimulus 

can trigger an optimized multisensory representation, thereby facilitating rapid memory 

retrieval processing. 

DMS task has been widely used in previous studies on STM and WM. To further 

evaluate the possibility that unisensory memory retrieval is involved in WM but not limited 

to STM, we conducted a control experiment. The RT outcomes for the control experiment 

showed a significantly negative impact on unisensory WM retrieval compared with the DI and 
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NI conditions. In particular, for the INT condition, the RT results indicated a significant 

difference in visual WM retrieval between semantically congruent bimodal memory encoding 

and unimodal memory encoding. These outcomes are partially consistent with our formal 

experiment described in the manuscript, signaling that semantically congruent bimodal 

encoding accelerates unisensory STM and WM. 

Chapter 3 describes whether the interaction of semantically congruent AVI and 

top-down attention can further modulate subsequent unisensory visual and auditory WM 

performance. The findings reconcile and extend previous multisensory WM studies by 

demonstrating that the semantically congruent bimodal presentation with divided-modality 

attention can accelerate subsequent unisensory WM retrieval, especially less effective auditory 

WM retrieval. This outcome implies that a sufficient semantically congruent bimodal 

presentation (e.g., divided-modality attention) not only facilitates immediate behavioral 

perceptual performance, but can also strongly impact subsequent unisensory WM performance. 

Moreover, compared with insufficient multisensory integration (e.g., modality-specific 

selective attention), sufficient multisensory integration (e.g., divided-modality attention) 

requires more resources for the individual to fully encode and integrate visual and auditory 

information and maintain a robust multisensory representation, leading to fewer available 

resources for subsequent WM retrieval. In particular, we conducted a control experiment to 

assess whether participants’ memory could be affected by the visual or auditory stimulus by 

using a verbal naming method. In line with our experimental results in the manuscript, the 

outcomes of the control experiment revealed a significant difference between the cAVd-Test A 

and icAVd-Test A conditions, suggesting that dividing attentional resources into two modalities 

might lead to sufficient multisensory integration and the formation of a robust multisensory 

representation. 
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Chapter 4 describes whether the interaction of semantically congruent AVI and 

top-down attention can differentially modulate unisensory visual and auditory WM 

performance by affecting the encoding or retrieval stages. The first experiment examined 

whether unisensory WM retrieval benefits from multisensory retrieval. We only found a weak 

significant difference for auditory WM retrieval under the semantically congruent and 

incongruent multisensory retrieval conditions. Then, the second experiment evaluated 

whether unisensory WM retrieval not only benefits from multisensory retrieval, but also from 

multisensory encoding. For visual WM retrieval, we noted a significantly faster RT when 

congruent audiovisual pairs were presented during the memory encoding and retrieval stages 

of WM, implying that the formation of a coherent multisensory representation was facilitated 

by semantically congruent audiovisual encoding, and that the visual probe triggered the 

multisensory representation, even under the task-irrelevant, auditory stimulus interference 

condition. For auditory WM retrieval, it is reasonable to assume that a coherent, robust 

multisensory representation would be constructed during semantically congruent 

multisensory memory encoding because of task irrelevance, but semantically congruent 

visual stimuli provide more redundant information. Then, during the WM retrieval stage, a 

less effective auditory stimulus could a trigger optimized multisensory representation and 

achieve rapid WM retrieval processing. 

Overall, this thesis supports the view of the central storage of memory representation by 

showing that unisensory WM retrieval (e.g., especially auditory) can be accelerated by 

semantically congruent AVI. Such semantically congruent audiovisual encoding might lead to 

a coherent multisensory representation, which can be triggered by subsequent unisensory 

components. Importantly, this thesis further extends the central storage opinion by 

demonstrating that auditory memory retrieval can gain more semantically congruent 
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multisensory encoding benefits than visual memory retrieval. In particular, auditory memory 

retrieval can gain more benefits from the divided-modality attention-mediated multisensory 

encoding condition, highlighting a correlation between accelerated but less effective auditory 

memory retrieval and a divided-modality, attention-optimized multisensory representation. 

Additionally, auditory memory retrieval specifically benefited from semantically congruent 

audiovisual encoding compared with congruent audiovisual retrieval, thereby supporting the 

encoding-retrieval matching perspective of Byberg et al. (2000) that the memory retrieval 

stage depends more on the extent to which the probe information overlaps with previously 

encoded information [118]. Further, for the semantically congruent audiovisual encoding 

conditions, views on modality-specific unisensory storage might offer appropriate 

explanations considering the claim that semantic conflicting crossmodal signals interfere with 

the formation of coherent multisensory representations during the encoding stage of WM [45]. 

Future work should verify this hypothesis by exploring unisensory WM retrieval under 

different semantically incongruent multisensory encoding conditions. 

 

5.2 Future Projections 

We focused on the behavioral facilitation effect of audiovisual interactions on 

subsequent unisensory WM performance. However, several questions remain unresolved. 

(1) Stimulus material. Since the visual stimuli are pictures, it is unclear whether the 

participants indeed engaged in multisensory integration to the extent or in the same way that 

they would if videos had been used instead. Rather, it seems like they may have engaged in a 

higher-level semantic-based association process for the semantically congruent AV stimuli. 
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Audiovisual video stimuli can minimize some stimulus-driven contributions (i.e., temporal 

synchrony) to multisensory integration and provide stronger semantic associations for possible 

semantic integration. For the present study, we used outline drawings and their matching sound, 

which have been widely used in related studies on multisensory memory. In the future, we 

would like to investigate whether faster unisensory retrieval speed is associated with early 

perception facilitation or later semantic integration by using dynamic audiovisual video 

stimuli. 

(2) A comparison of paradigms. We used the DMS paradigm to evaluate unisensory WM 

performance in different multisensory encoding environments. We conducted two possible 

control experiments and found multisensory benefits for unisensory WM. However, this 

paradigm was too easy to use and could not sufficiently evaluate WM resources. In fact, the 

participants’ performance was at a ceiling, meaning that accuracy (which should be the first 

measure to consider in a memory experiment) was unusable. Thus, future research should 

examine the audiovisual interaction benefits for unisensory WM performance under high load 

memory conditions, such as the N-back task. 

(3) The neural mechanism of multisensory encoding and multisensory retrieval. Our 

study provides possible behavioral evidence for semantic multisensory encoding or 

multisensory retrieval benefits. However, the neural substrate of these experiments remains 

unclear. Future work should focus on the neural mechanism of multisensory encoding and 

multisensory retrieval. In particular, the neural mechanism difference of visual and auditory 

WM should be compared by using high-temporal resolution ERP measurements and high 

spatial-resolution fMRI measurements. The evidence has reported that WM performance was 

decreased in patients with mild cognition impairment compared to healthy adults [119]. We 

suspect that these patients also exhibited asymmetric memory retrieval. In the future, by 
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combining behavioral and neural evidence, we will explore the possibility of predicting 

different stages of Alzheimer’s disease by evaluating auditory WM performance. This study 

may provide useful support for optimizing the present Alzheimer’s Disease Assessment 

Scale–cognitive subscale (ADAS-cog, a neuropsychological assessment widely used to 

evaluate the severity of cognitive symptoms of dementia). Especially, considering the 

bimodal memory encoding advantage compared with unimodal encoding, this thesis 

tentatively suggested that bimodal audiovisual encoding training might be a possible method 

for improving the memory retrieval performance of older adults or mild cognitive impairment 

patients.

https://en.wikipedia.org/wiki/Neuropsychological_test
https://en.wikipedia.org/wiki/Dementia
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