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Abstract

As an inexpensive, scalable, and exible Internet-access netwpikwireless Internet-access
mesh network (WIMNET) is composed of multipleaccess-points (APs)that are connected
by wireless links. WIMNET can improve the dependability to link or AP failues by allo-
cating APs redundantly in the network eld. Because the redundanAPs may increase the
operational cost and degrade the performance due to increasiaglio interferences, only the
necessary APs for communications between the hosts and thedniet gateway should be
activated in conventional situations.

Previously, we have proposed aactive AP selection algorithmto select the minimum
number of APs to be activated for WIMNET that has a single Interné gateway (GW) such
that the overall throughput is maximized, under the assumption tht every link has the
same constant speed. However, our preliminary experiments fdret emerging high-speed
IEEE802.11n protocol that should be introduced into WIMNET found that this speed is
greatly a ected by the link environment such as the distance. Bes&s$, in practical imple-
mentations of large-scale WIMNET, multiple GWs are usually necessato increase the
capacity of Internet connections, and the number of hops betee a GW and a host should
be limited. Furthermore, the minimum throughput should be providedto a host as QoS
(Quality of Service) when it is exclusively connected with the GW.

In this thesis, we rst present the extension of the active AP sel&on algorithm to select
active APs under practical conditions of link speed changes, multip@Ws, the hop count
limitation, and QoS constraints. We also extend theouting algorithm used in the active
AP selection algorithm procedure and thaVIMNET simulator for throughput evaluations.
We verify the e ectiveness of the extended active AP selection algihm through extensive
simulations using the extended WIMNET simulator.

Then, we present link speed measurement results wh&mansmission Control Protocol
(TCP) is adopted with IEEE 802.11ac devices from three vendors. In oureasurements,
we adopt di erent conditions for network elds such as AP locationslink distances, one
or two-hop communications, wall existences, and repeater existes. Then, the experi-
mental results show that TCP throughputs are greatly a ected lg vendors, communication
conditions and physical conditions.

In future studies, we will study the proper assignment of the minimu link speed param-
eter that is critical for the active AP minimization and the overall throughput maximization,
the proper handling of dynamic tra c changes, the further algoribhm extension to di erent
hop limitations, and the system implementation for real networks.
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Chapter 1

Introduction

1.1 Backgrounds

Nowadays, as an inexpensive and exible Internet-access netkpa wireless local area net-
work (WLAN) has been deployed all over the world [1]. Because a WLAN does not tchee
a wired cable to connect a host with a network AP, it has several adrtages over a wired
network such as lower installation and management costs, easy tadocations, and exible
service areas. An AP acts as a connection hub to a wired network ilVLAN. As a result,
WLANSs have been installed in a lot of places and organizations, includingpvernments,
companies, homes, and schools. WLAN services have been o ergdnein moving public
spaces such as buses, trains and airplanes.

In a WLAN, one AP can provide a limited communication range within appoximately
100m distance from it even in an open space due to the weak transmissiagnal. For a
WLAN service to a wider area, multiple APs should be allocated there. hese APs are
usually connected by cables. However, the cabling cost may impairetradvantage of a
WLAN. Besides, cables may not be able to be laid down in places such asdoors and old
buildings.

One solution to this problem is a mesh allocation of multiple APs that areonnected
through wireless links between adjacent APs, in addition to convepnal wireless connections
between APs and hosts. Every APs in the eld can be communicateditough multi-hop
fashions, where intermediate APs act as repeaters to relay patskeThis multi-hop WLAN
is called awireless mesh network (WMN)2{9].

Among the variants of wireless mesh networks understudies, wevedocused on a simple
architecture that uses only APs as wireless mesh routers, and lizas wireless communica-
tions between APs mainly on the MAC layer using thevireless distribution system (WDS)
[1]. At least one AP acts as a GW to the Internet, and any host can aoect to the Internet
through this GW. Any host is rst associated with its adjacent AP, and then, reaches the
GW through multi-hop communications between APs. We call such a tveork WIMNET
[8,10]. Figure 1.1 illustrates an outline of WIMNET.

As the size of WIMNET increases, the possibility of causing node/linkaflures increases
due to hardware/software faults or network environment chargs. If an AP is failed, all
of its associated hosts cannot connect to the Internet. Besidd®osts associated with APs
at the downstream side of the GW on the routing path may also lose moections. This
disconnection problem can be solved by allocating APs redundantly e eld so that
redundant APs can back up the failed links/APs [9]. However, theseedundant APs are
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Figure 1.1: Outline of WIMNET.

not necessary in conventional situations where all the APs are fationing properly. If the
redundant APs are activated, the operation costs of WIMNET canncrease, including the
power consumption and the device maintenance [11]. Besides, integhces among APs can
increase, which may degrade the performance of WIMNET.

To solve this problem in WIMNET with redundant APs, only the necessy APs should
be activated for connections between hosts and the GW. Becaubke selection of the active
APs determines the performance of WIMNET, it becomes an imponté task for the scalable
WIMNET. Therefore, in [8], we de ned the active AP selection problenas a combinatorial
optimization problem, and proposed its heuristic algorithm to select set of active APs such
that the number of active APs is minimized. Then, in [6], we extended thk algorithm to
consider the dynamic link speed change that has been observedBEE 802.11ac[12]/IEEE
802.11nprotocols [13]. The 5 GHz IEEE 802.11ac protocol is a high-speed Wss com-
munication protocol and its backward compatible with the 2.4 GHz IEE 802.11n standard
[14] in most communication devices with backward compatible supportThese protocols
have become popular to achieve high-speed wireless links and widenaigoverage area
by adopting the multiple-input-multiple-output (MIMO) channel, the frame aggregationthe
channel bondingand other technologies [12].

Inexpensive commercial products implementing these protocolsveabecome available,
including APs and USB WiFi adapters with the WDS function and NICs fo personal com-
puters (PCs). Then, WIMNET should adopt them to improve the peformance. However,
our preliminary experiments using commercial products with the IEE 802.11n found that
the throughput of the link (link speed) is quickly dropped as the distace between the
source and destination nodes increases and the receiving signaldomees weak [4]. In [15{17],
throughput measurement results using IEEE 802.11ac devicesrfrali erent vendors have
been reported. Particularly, TCP throughputs should be obsergebecause the common net-
work services such as World Wide Webs and emails are using TCP. Thessults should be
used as references for allocations of APs in order to retrieve optim speeds.

When a scalable WIMNET is implemented using commercial devices, weedeto con-



sider more things. First, multiple GWs should exist in a large-scale WIMHET to increase
the capacity of Internet connections. Because every tra c tofrom the Internet must pass
through a GW, it will become the bottleneck of the whole communicatits due to the limited
capacity of the wireless links around it. This bottleneck should be allated by allocating
multiple GWs. Second, the number of hops between a GW and a hostositd be limited for
stable multi-hop communications. A larger number of hops can increa the possibility of
packet transmission failures due to the delay increase. Some comeiad devices implement-
ing IEEE802.11ac limit this number by two [18]. Furthermore, the minimm throughput
should be provided to a host to o er QoS when it is exclusively connexd to the GW.

1.2 Contributions

In this dissertation, we extend the active AP selection algorithm to eiently select active
APs in WIMNET under the practical conditions.

For the link speed change, we did the experiments by employing IEEED311ac devices
from three vendors available in Japan, namely Bu alo, I-O Data, andNEC. The experiments
took part both in indoors and outdoors. For indoor experiments,hey are used to measure
throughputs under di erent TCP parameters, di erent number of APs, existences of walls as
obstacles along the link path, and di erent AP positions in a large lectie hall. The devices
from Bu alo and NEC are used to measure throughput changes he¢en one-hop and two-
hop communications. For outdoor experiments, the devices fronihd three vendors are
used to measure throughput according to di erent link distancesFurthermore, throughput
comparisons are performed between devices using IEEE 802.1liad devices using IEEE
802.11n.

Then, we extend therouting algorithm considering multiple GWs, the hop limitation,
and the link speed change in [5] for generating a routing path betwe¢he hosts and the
GW with the minimal delay [19], because it is used in the active AP selectigirocedure. In
these extensions, we consider the following points for modi cations

1) Any link between a host and an AP is selected in addition to the links iween APs,
because that speed can be changed. For this purpose, we additlespeed information
obtained by measurements or estimations using the host locationgdrtheir inputs.

2) Any slow link is excluded from the routing tree by comparing the sgel with the given
minimum speed.

3) The interference between the two links is judged by comparing ¢hlink speed from
another transmission node with the given threshold.

To evaluate the extended algorithms, we extend th&/IMNET simulator [3] to consider
the link speed change. Through simulating instances using this simutat the e ectiveness
of the extended algorithms is veri ed.

1.3 Contents of This Dissertation

The remaining part of this dissertation is organized as follows.



In Chapter 2, we introduce related wireless network technology, dluding IEEE 802.11
protocol, IEEE 802.11n protocol, IEEE 802.11ac protocol, and wiess mesh network.

In Chapter 3, we present the throughput measurements of IEEB02.11ac/11n WiFi
under variable condition.

In Chapter 4, we describe the extended routing algorithm for WIMET to consider the
link speed change.

In Chapter 5, we propose the active AP selection algorithm to congd the link speed
change.

In Chapter 6, we extend the WIMNET simulator to simulate the variows link speed
including the AP-host link.

In Chapter 7, we evaluate the extended active AP selection algorithand multiple GWs
through extensive simulations in multiple instances using the extend&VIMNET simulator.

Finally, Chapter 8 concludes this dissertation with some future wos



Chapter 2

Wireless Network Technology

In this chapter, we brie y introduce four wireless network technlmgies as backgrounds for
this dissertation. First, we overview thelEEE 802.11 protocol Then, we discuss thdEEE
802.11n protocoland IEEE 802.11ac protocolthat are used in experiments as well as sim-
ulations. Finally, we outline the WMN that is necessary for the implemdation of our
proposals.

2.1 |IEEE 802.11 Protocol

Nowadays, wireless connectivity for computers, smart phoneglets are common and virtu-
ally all these portable devices come with the latest WiFi connection hdware. The WLAN
solutions with operating speeds of dbps onwards are available in IEEE 802.11 standard
as part of the IEEE 802 family, are able to compete very well with wicenetwork systems.
With its high speed performance, exibility, and portability features WiFi hotspots are
widely available as part of our daily life.

The IEEE 802.11 protocol is a standard created by the IEEE 802 IMMAN (Local
Area Network/Metropolitan Area Network) Standards Committee It speci es an over-the-
air interface between a wireless client and a base station or betwesvo wireless clients
within a local area in either xed, portable, or moving stations mode [@]. These formation,
forms the basic building blocks of an 802.11 networks, named Basiec\s® Set (BSS). The
BSS contains four main physical components: stations, APs (or $& stations), wireless
medium and distribution system [21].

Figure 2.1 illustrates two types of BSSs block. The independent BS$ ad hoc net-
work, consists of stations communicate directly with each other witn the coverage of their
communication signal range. While the infrastructure BSS consist§ stations communicate
through AP [22]. As APs are the main communication medium in infrastreture BSS, thus
it's much bigger than the independent BSS.

IEEE 802.11 working group enhances the existing Medium Access @oh(MAC) and
physical layer (PHY) speci cation for implementing the WLAN commurication in the unli-
censed ISM (Industrial, Scienti c and Medical) bands de ned by thdTU-R (such as 2.4-2.5
GHz , 3.6 GHz and 5.725-5.825 GHz). In this working group, there aseveral kinds of IEEE
Standard Association Standard available, each of them comes withedter su x, covers from
wireless standards, to standards for security aspects, Quality 8ervice (QoS) and others as
shown in Table 2.1 [23{27].
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Table 2.1: IEEE 802.11 Standards.

Standard Purpose

802.11a

802.11b
802.11c

802.11d
802.11e

802.11f

802.11g
802.11h

802.11i
802.11j

802.11k

802.11l
802.11m

802.11n
802.110

802.11p
802.11r

802.11s

Wireless network bearer operating in the 5 GHz ISM band,tda
rate up to 54Mbps

Operate in the 2.4 GHz ISM band, data rates up to Mbps
Covers bridge operation that links to LANs with a similar or iden
tical MAC protocol

Support for additional regulatory di erences in various cmtries
QoS and prioritization, an enhancement to the 802.11a and
802.11b WLAN speci cations

Inter-Access Point Protocol for handover, this standawas with-
drawn

Operate in 2.4 GHz ISM band, data rates up to B¥bps
Dynamic Frequency Selection (DFS) and Transmit Power Cool
(TPC)

Authentication and encryption

Standard of WLAN operation in the 4.9 to 5 GHz band to confm
to the Japan's rules

Measurement reporting and management of the air intecka be-
tween several APs

Reserved standard, to avoid confusion

Provides a uni ed view of the 802.11 base standard througbn-
tinuous monitoring, management and maintenance

Operate in the 2.4 and 5 GHz ISM bands, data rates up to
600V bps

Reserved standard, to avoid confusion

To provide for wireless access in vehicular environments (W&
Fast BSS Transition, supports VoWiFi hando between ae&ss
points to enable VolP roaming on a WiFi network with 802.1X
authentication

Wireless mesh networking



Table 2.1: IEEE 802.11 Standards.

Standard Purpose

802.11t Wireless Performance Prediction (WPP), this standard wasan-
celled

802.11u Improvements related to "hotspots” and 3rd party autbrization
of clients

802.11v To enable con guring clients while they are connected to thet-
work

802.11w Protected Management Frames

802.11x Reserved standard, to avoid confusion

802.11y Introduction of the new frequency band, 3.65-3.7GHz in Uf-
sides 2.4 and 5 GHz

802.11z Extensions for Direct Link Setup (DLS)

802.11aa  Speci es enhancements to the IEEE 802.11 MAC for robasdio
video (AV) streaming

802.11ac  Wireless network bearer operating below 6 GHz to providata
rates of at least Ibpsfor multi-station operation and 50M bps
on a single link

802.11ad  Wireless Gigabit Alliance (WiGig), providing very high through-
put at frequencies up to 60GHz

802.11ae Prioritization of management frames

802.11af WiFi in TV spectrum white spaces (often called White-Fi)

802.11ah  WiFi uses unlicensed spectrum below 1GHz, smart metering

802.11ai Fast initial link setup (FILS)

802.114aj Operation in the Chinese Milli-Meter Wave (CMMW) frequency
bands

802.11ak  General links

802.11aq Pre-association discovery

802.11ax High e ciency WLAN, providing 4x the throughput of 802.1hc

802.11ay  Enhancements for Ultra High Throughput in and around #n
60GHz Band

802.11az Next generation positioning

802.11mc  Maintenance of the IEEE 802.11m standard

Figure 2.2 shows the current and future WiFi standards. Among #se standards, the
most common and popular ones include 802.11a, 802.11b, 802.118,180, and the latest
802.11ac. For the physical layer, the 802.11a/n/ac use OrthogainFrequency Division Mul-
tiplexing (OFDM) modulation scheme while the 802.11b uses the Directe§uence Spread
Spectrum (DSSS) technology. 802.11g supports both technolagidable 2.2 shows the com-
parison between these common WiFi standards. The following sectidiscusses 802.11n and
802.11ac in detail.
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Figure 2.2: Current and future WiFi Standards.

Table 2.2: Common IEEE 802.11 WiFi Standards.

Standard Max Data Frequency Bandwidth Modulation Spatial
Rate (Mbps) Band (GHz) (MH2z) Scheme Streams
802.11a 54 5 20 OFDM 1
802.11b 11 2.4 20 DSSS 1
802.11g 54 2.4 20 OFDM/DSSS 1
802.11n 600 2.4/5 20/40 OFDM 4
802.11ac 1300 5 20/40/80/160 OFDM 8

2.2 |EEE 802.11n Protocol

In this section, we overview the IEEE 802.11n protocol and our tbughput measurement
results using commercial devices implementing this protocol. IEEE 830.1n is an amendment
to the IEEE 802.11 2007 wireless networking standard. This stanahwas introduced with

40 MHz bandwidth channels, MIMO, frame aggregation, and secwitimprovements over
the previous 802.11a, 802.11b, and 802.11g standards. Table 2@asha brief summary of
this standard.

Table 2.3: IEEE 802.11n speci cation.

Speci cation IEEE 802.11n
Frequency Band 2.4 GHz 5 GHz
Simultaneous Uninterrupted Channel 2ch 9 ch
Available Channel 13 ch 19 ch
Max Speed 60M bps
Max Bandwidth 40 MHz
Max Spatial Streams 4
Subcarrier Modulation Scheme 64 QAM
Release Date Sept 2009

We can use the IEEE 802.11n in either the 2.4 GHz or 5 GHz band. Novesd, the 2.4
GHz is very popular as it was inherited from the 802.11g. This frequey band has become
crowded with lots of WiFi signal using the same channel. As a resulthése similar WiFi
with adjacent channel overlapping will su er from interference b®een each other and end
up with throughput performance degrade.



For 2.4 GHz band, there are limited simultaneous uninterrupted chaels that are free
from channel overlapping, which are Channel 3 and Channel 11 in KIHz bandwidth. While
for 20 MHz bandwidth, Channel 1, Channel 6, and Channel 11 areeé from interference.
In overall, wider bandwidth will reduce the amount of available free @mnel. Figure 2.3 [27]
shows the WiFi channels for IEEE 802.11n 2.4 GHz band.

3 6 7 9 10 11 12 13 Channel
2432 2437 2442 2452 2457 2462 2467 2472 Center Frequency

22 MHz

Figure 2.3: WiFi channels in 2.4 GHz band.

For IEEE 802.11n in 5 GHz band, it has a total of 19 simultaneous uniaetrupted channel
available in 20 MHz bandwidth. While in 40 MHz bandwidth, which doubles th channel
width from 20 MHz, there are nine channels. For 80 MHz bandwidthhere are four of them.
Figure 2.4 [28] shows these WiFi channels for the IEEE 802.11n 5 GHamld.
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Figure 2.4: WiFi channels in 5 GHz band.

Both IEEE 802.11n 2.4 GHz and 5 GHz retain the common 20 MHz charrendwidth
used by the previous 802.11 standards. Through the concept dfaonel bonding, whereby
two 20 MHz channels are combined into a single 40 MHz channel, the 80 had bene ted
in higher transmission rates [29]. However, the usage of channehdimg will reduce the
available channels for other devices as there are only two channelailable for 802.11n 2.4
GHz. Table 2.4 shows the usage of di erent channel bandwidth angatial stream towards
the throughput of IEEE 802.11n.

In 802.11n, a total of four spatial streams are used to transmitputo 150M bps/stream
and reach the maximum data rate (throughput) of 600 bps through the MIMO technology.
MIMO uses multiple antennas to transmit multiple spatial data strears through Spatial
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Table 2.4: E ects of channel bandwidth and spatial stream's seldon towards IEEE
802.11n's throughput.

Bandwidth
Stream Number 50 MHz 70 MHz
1 Stream 722Mbps 15M bps
2 Streams 1444Mbps 30V bps
3 Streams 2167Mbps 45M bps
4 Streams 2889Mbps 60QM bps

Division Multiplexing (SDM), within one spectral channel of bandwidth Figure 2.5 shows
the comparison between the previous technologies, Single Input @ Output (SISO) trans-
mission and MIMO transmission. SISO uses one transmit antenna ande receive antenna,
whereby 802.11n uses up to four transmit and receive antennadviien devices. SISO sys-
tem allowed only one antenna, active during data transmissions, whidl antennas in the
MIMO system are active simultaneously [30].

SISO

Figure 2.5: Comparison between SISO transmission and MIMO transgssion.

Besides the introduction of MIMO, 802.11n also provides performe@ improvement
through frame aggregation in the MAC layer. Frame aggregation natransmit multiple
frames by one big frame with a single pre-ample and header informatido reduce the
overhead by them.

802.11n introduces the Aggregation of MAC Service Data Units (A-BDUs) and Aggre-
gation of MAC Protocol Data Units (A-MPDUSs). Frame aggregationis a process of packing
multiple A-MSDUs and A-MPDUs together to reduce the overheadsnal average them over
multiple frames, thereby increasing the user level data rate [31].

While in the physical layer, 802.11n use the 64 Quadrature Amplitude ddlulation (QAM)
scheme under the Modulation and Coding Scheme (MCS). QAM is a forai modulation
technique used for modulating digital information signals. QAM existg both analogue and
digital formats. For 802.11n, the digital QAM format is used and namd as Quantized QAM.
In QAM, digital information is encoded in bit sequences representday discrete amplitude
levels of an analog carrier. Two carriers are shifted in phase of 9®ith output varies in
both amplitude and phase. For 64 QAM, six bits of input alters the phse and amplitude of
the carrier to generate 64 modulation states.
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2.3 |EEE 802.11ac Protocol

In this section, we overview the IEEE 802.11ac protocol and our ribughput measurement
results using commercial devices implementing this protocol. IEEE 3A1ac is an amend-
ment to the IEEE 802.11 2007 wireless networking standard. Thisastdard was introduced
with 5 GHz frequency band, 160 MHz bandwidth channels, MU-MIMOijncreased num-
ber of spatial stream, and higher order of modulation over the pvsous 802.11n standards.
Table 2.5 shows a brief summary about this standard.

Table 2.5: IEEE 802.11ac speci cation.

Speci cation IEEE 802.11ac
Frequency Band 5 GHz
Simultaneous Uninterrupted Channel 9 ch
Available Channel 19 ch
Max Speed 6.93 Gbps
Max Bandwidth 160 MHz
Max Spatial Streams 8
Subcarrier Modulation Scheme 256 QAM
Release Date Dec 2012

IEEE 802.11ac 5 GHz band having the same WiFi channels with IEEE 802n 5 GHz,
as shown in Figure 2.4. In this frequency band, there are nine simufigous uninterrupted
channels using 40 MHz bandwidth that is free from channel overlapy and interference
between each other. For 80 MHz bandwidth, which doubles the chael width from 40
MHz, there are four channels while for 160 MHz bandwidth, there wilbe two of them.
These IEEE 802.11ac WiFi channels are same with the 5 GHz IEEE 80Pn] as shown in
Figure 2.4.

Channel Bonding can increase the data transmission capacity byrmbng two or more ad-
jacent channels into one channel. 802.11ac allows to bond maximallyh¢ig0 MHz channels
into one 160 MHz channel. Besides, 802.11ac assigns 234 sub-caratone 20 MHz chan-
nel, whereas the previous 802.11n standard does 108 sub-casribere [13]. This sub-carrier
increase can also enhance the data capacity by more than twice.

Take note that, within a crowded environment, if multiple 802.11ac's Rs are in use,
the non-overlapping channels will drop down to 9, 4 and 2 channels & using channel
bonding for the bandwidth of 40 MHz, 80 MHz, and 160 MHz respecsly. In order to avoid
interference between APs, lower channel bandwidth will provide ifar performance for all
users. Table 2.6 shows the usage of di erent channel bandwidthdspatial stream towards
the throughput of IEEE 802.11ac.

In 802.11ac, a total of eight spatial streams are used to transmip to 8667Mbps/stream
and reach the maximum data rate (throughput) of 6933 bps through the MIMO technol-
ogy. MIMO can transmit multiple data in parallel by adopting multiple antennas. For
example, when the source node and the destination node have twateanas respectively,
the transmission speed becomes doubled using two data stream@2.81ac allows the maxi-
mum of eight antennas.

Besides that, 802.11ac also comes with the MU-MIMO, which allows arPAo transmit
data to multiple hosts in a parallel way without interferences betwaethem by adopting the
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Table 2.6: E ects of channel bandwidth and spatial stream's seldon towards IEEE
802.11ac's throughput.

Stream Number Bandwidth
20 MHz 40 MHz 80 MHz 160 MHz
1 Stream 86.7Mbps 20 bps 4333Mbps 8667Mbps
2 Streams 1733Mbps 40M bps 8667Mbps 1733Vibps
3 Streams 2889M bps 600M bps 130M bps 234Mbps
4 Streams 3467Mbps 80M bps 1733Mbps 3466V bps
8 Streams 6934Mbps 160Mbps 3466M bps 693Mbps

beamforming technology that generates directional radio signal$his is far faster than the
serial communication in the 802.11n standard. MU-MIMO can realizetb-n data transmis-
sions using the same band.

Apart from the MU-MIMO, 802.11ac also introduced with the beamfiaming technology.
In beamforming, a sender detect where the receiver are and temits data through inten-
sifying the signal in their direction(s). The focus of radio frequerycenergy towards the
receiver will provide higher signal strength to increase the speed@his is better than the
traditional way of broadcasting wireless signal equally in omni direicins. Figure 2.6 shows
the di erent between the usage of beamforming technology and moal WiFi.

Without Beamforming With Beamforming

& o4 B

lient lient

\ Access Point / K Access Point J

Figure 2.6: Beamforming technology.

The 802.11ac also inherits the A-MSDU and A-MPDU from 802.11n, anallows the
maximum of 1 Mbyte for one frame, whereas 802.11n does 64 Kbyte.

In order to gain higher transmission rate, the Guard Interval (G) that represents the
period between two consecutive packet transmissions of 802.14a#o has been reduced. It
IS necessary to avoid interferences between them that can be sad by the delay of the rst
packet arrives at the destination node. 802.11ac adopts 400 nsthe guard interval time,
whereas 11a/g does 800 ns.

In the physical layer, 802.11ac use the 256 QAM scheme under th€8l In 256 QAM,
eight bits of input alters the phase and amplitude of the carrier to geerate 256 modulation
states. Figure 2.7 shows the comparison between 64 QAM constetat (IEEE 802.11n) to
the 256 QAM constellation.
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(a) 64 QAM (b) 256 QAM

Figure 2.7: Comparison of modulation.

2.4 Wireless Mesh Network

WMN as an emerging technology, may replace the inconvenience wireAN and brings
portability to everyone and even everywhere. WMN, mentioned at¢ IEEE 802.11s stan-
dard, was an amendment to the IEEE 802.11 2007 wireless netwoxkistandard. This
standard mentioned about the wireless LAN MAC and PHY speci catins for WMN [32].

The conventional mesh network comes in multi LAN connection arrgement with partial
(not all clients are directly interconnected) or full mesh (every clig is directly connected to
all other clients) topology. WMN was formed using the connection ahesh routers installed
at various xed network points.

WMN consists of two types of nodes: mesh routers and mesh clientdesh routers
and conventional wireless routers having similar functions excepte extra routing function
for mesh networking [2]. They can be in the form of xed (located onooftop/outside the
building) or mobile (inside vehicles). Every mesh router has redundamultiple wireless
links with other mesh routers in order to forward data through mulihop method [33].

For the mesh clients, they can be either stationary or mobile clientsitlv only one type
of wireless link function. They connect to WMN through mesh routex. Examples of mesh
clients including smart phones, notebook computers and tablet PCd-igure 2.8 shows an
example of WMN that connects to the Internet through the gateway.

WMN does not tie to any types of wireless standard. It could be a miyte of 802.11n,
802.11ac, and many others. It does not depend on any infrasttuce. Therefore, its appli-
cation is widely available in the following scenarios [2, 33{35]:

Connectivity: To provide proper network connection at every mesh router.

Broadband Internet accessTo be served as a middleman between the Internet service
provider and end user.

Mobile user accessTo provide high speed data connection to mobile users.

Indoor WLAN coverage To provide complete WiFi coverage at every corner inside the
building.

13



Figure 2.8: Wireless mesh networks.

Broadband home networkingTo provide usage of mesh router to provide full network-
ing coverage at a home.

Building automation: To provide monitoring and controlling of variety electrical devices
inside a building.

Community and neighborhood networkingmplementation of exible mesh connection
between home.

Enterprise networking Mesh network within an o ce, an entire o ce building, or big
size buildings.

Campus networking Mesh network within a university's campus for the usage of sta s
and students.

Metropolitan area networks Big size mesh networks in one or more urban areas.

Transportation systems To provide transportation support and tra ¢ information to
all types of transport from land to water.

Health and medical systemsTo ease the transmission of huge critical data from medical
devices to the server.

Security surveillance systemsTo increase the monitoring area's coverage at all loca-
tions.

Spontaneous (emergency/disaster) networking and peeHpeer communications To
provide wireless network for emergency response.

Vehicular ad hoc networks (VANETS) Cars are used as mesh clients in order to com-
municate with each other for safety purposes.

Wireless sensor networks (WSNs)User will be able to remotely monitor and control
all electronic devices.

In this dissertation, a simple form of WMN namedVNIMNET is studied. The next chapter
discusses the throughput measurements that will be used WIMNEThapter 4 discusses the
active AP selection algorithm for WIMNET.
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Chapter 3

Throughput Measurement

In this chapter, we provide various TCP throughput measurementesults using devices
from three vendors implementing this protocol in various conditiongcluding comparison
of throughput between indoor and outdoor, one-hop and two-pocommunications, e ects
of walls, e ect of IEEE 802.11ac repeater, comparison of throught in lectures hall with
di erent access point (AP) locations, and e ects of link distance. A a comparison, we also
conduct the tests in IEEE 802.11n as well.

3.1 Measurement Setups

In this section, we explain the experimental setups for TCP througput measurements using
IEEE 802.11ac and IEEE 802.11n devices. There are three items @ taken into consider-
ation as shown below before conducting the throughput measurent.

I Measurement Site Setup
ii Hardware Setup

iii Software Setup

3.1.1 Measurement Site Setup

Several experimental sites within Okayama University campus weselected to conduct our
tests. For the indoor parts, we have chosen several rooms andc@ridor area near our
laboratory. We also conducted the measurements at a big lecturalh As for the outdoor
parts, we chosen the open space nearby our laboratory building.

3.1.1.1 Indoor Sites

For indoor experiment sites, we selected rooms and a corridor in domilding (Engineering
Building 2) as in Figure 3.1 and Figure 3.2. Several tests were condedtin the room and
in between rooms in order to consider the actual possible usage oif\n the room(s).

The tests near the corridor, simulate possible usage of WiFi while usare around that
area. Figures 3.3 and Figure 3.4 show these area's throughput s&es both one-hop and
two-hop con gurations.
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Figure 3.1: Hosts for indoor experiments in room.

Figure 3.2: Server and host for indoor experiments in corridor.

Figure 3.3: Indoor one-hop tests along corridor area.

Figure 3.4: Indoor two-hop tests along corridor area.

To measure throughput drops by walls in indoor sites, we selectedréte types of setups.
In the rst setup, we measured throughputs between three roos partitioned by concrete
walls in Figure 3.5 with/without the e ects of a repeater in the middle rcom.

In the second setup, we measured throughputs between threems partitioned by con-
crete walls. Here, we measured throughputs at xed distances & between both host-AP
and AP-AP con guration in Figure 3.6. We did the measurement usingHEE 802.11n and
IEEE 802.11ac devices from three vendors to evaluate the e eat$ wall obstacles towards
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WiFi signal. We also repeated the same tests under one wall and nolvendition as shown
in Figure 3.7 and Figure 3.8.

Figure 3.5: Indoor experiments setup in three rooms with/without epeater e ects.

Figure 3.6: Two wall tests - host to AP/AP to AP.

Figure 3.7: One wall tests - host to AP/AP to AP.

In the third setup, we measured throughputs between two roomgartitioned by one
concrete wall. Here, we measured throughputs in both one-hopdatwo-hop communications
using the combination of IEEE 802.11n and IEEE 802.11ac devices t@mkiate the use of an
IEEE 802.11ac repeater for IEEE 802.11n hosts as shown in Figur8.3
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Figure 3.8: No wall tests - host to AP/AP to AP.

Figure 3.9: Indoor experiments setup with/without IEEE 802.11acepeater in two rooms.

3.1.1.2 Lecture Hall Site

Besides the throughput measurements in small rooms, we selectethrge lecture hall with
the size of 1753m 1530m. In order to cover the whole area of this room, nine hosts are
placed regularly to simulate possible positions of users. We had dividdte experiments
into two types of cases, namely the ideal case and practical caBmth cases are tested with
multiple APs simulated as GWs.

For ideal case, in order to gain the highest throughput for one-Aase, we placed this
AP in the middle of the room as shown in Figure 3.10. For two-AP case,endivided the
hosts into two groups and placed the AP in the middle of each group aBown in Figure 3.11.

Figure 3.10: One AP topology for ideal AP location.
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Figure 3.11: Two APs topology for ideal AP location.

In practical cases or real situations, any AP must be placed nearlthe Internet LAN
cable port, and should not be an obstacle for the big lecture roomars Thus, we placed
the one to three APs at the corner of the room at the Internet pb as shown in Figure 3.12.
The hosts are associated with one AP among them such that the nber of hosts is nearly
equal among the APs.

Figure 3.12: Three APs topology for practical AP location.

In the same building, we also measured the throughput drops by walbstacles between
the lecture hall and open space area as shown in Figure 3.13. At theeo space area, the
mobile host/AP will move from 5m to 30m from the server station located in the lecture

hall. This condition simulates the performance of Internet usagedm the AP located in the
lecture hall.
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Figure 3.13: One wall tests at lecture hall.

3.1.1.3 Outdoor Site

For the outdoor experiment site, we selected the open space in tempus near our building

in Figure 3.14. We conducted the tests using IEEE 802.11ac and IEBB2.11n using Bu alo
APs as shown in Figure 3.15 and Figure 3.16.

Figure 3.14: Server and host for outdoor experiments in campus.

Figure 3.15: IEEE 802.11ac outdoor tests.

Started from Om, the mobile host will move with 5m interval to 100m from the xed
server station. The maximum transmission range has been xed in @ due to IEEE
802.11n having poor connection that is no longer suitable for stablatérnet connection
even though IEEE 802.11ac still able to maintain good throughput ta. We also did the
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Figure 3.16: IEEE 802.11n outdoor tests.

comparison tests using three IEEE 802.11ac vendors with Bu alo AR-O Data AP, and
NEC AP as well as their respective USB WiFi adapter.

3.1.2 Hardware Setup

In this section, we explained the hardware setups for TCP througlit measurements using
IEEE 802.11ac and IEEE 802.11n devices as shown as follow:

Access-Point

USB WiFi adapter

3.1.2.1 Access-Point

For IEEE 802.11n, we adopted APs from Bu alo WZR-HP-G302H and \XR-1750DHP.
For IEEE 802.11ac, we adopted APs from Bu alo WZR-1750DHP, I-ata Air Port WN-
AC1600DGR, and NEC Aterm WG1800HP, with reference to the AP'sses as per below is
performed.

Set IEEE 802.11ac at the 5 GHz frequency with 80 MHz bandwidth.
Set IEEE 802.11n at the 2.4 GHz frequency with 40 MHz bandwidth.

Set common Local Area Network (LAN) side IP address for everyAs con guration
login page.

Set common WLAN's Service Set Identi er (SSID), encryption typeand encryption
key for all experiments.

Set WLAN type and channel number for di erent types of experimet.

Disable SSID broadcasts during experiment to avoid unnecessamnoection and in-
terference.

Update the AP's rmware through the AP's login page at Internet wéy browser.
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3.1.2.2 USB WiFi Adapter

In the throughput experiment, build-in IEEE 802.11n WiFi device in tre notebook PC enable
user to directly communicate to an AP. However, USB WiFi devices fdEEE 802.11ac,
namely Bu alo WI-U2-866D[36], I-O Data WN-AC867U[37], and NEC Atem WL900U[38].
Devices from the same AP vendor were used for any experiment dege to be connected
through a USB port.

For a standard notebook PC, the numbers of available USB port wiwhbe around two to
three. They might be located in front of the notebook or beside theotebook (left or right
side) in Figure 3.17.

(a) above ventilation holes. (b) besides the audio ports

Figure 3.17: Location of USB port on a notebook PC.

Some notebook PCs have their USB ports located nearby the ventian hole or heat
exhaust in Figure 3.17a. Heat generated from the CPU and GPU's ofi¢ notebook will
be exhausted away, towards these ventilation holes and heat upette areas [39]. Take note
that when we plug in the USB WiFi adapter at the USB port near thesearea, the USB
device itself becomes very hot and it might exceed its standard opéing environment's
temperature of 0-40C (32-104F). In order to avoid any operating error, we selected those
USB port without any nearby ventilation hole in Figure 3.17b.

3.1.3 Software Setup

In this section, we explain the software setups as shown as folloves TCP throughput
measurements using IEEE 802.11ac and IEEE 802.11n devices.

Windows 7

Network optimization in Windows 7
Host and server optimization
Verify wireless networks

Wireless network interference
Thermal fade interference

iperf
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3.1.3.1 Windows 7

During the throughput tests, a notebook PC using Microsoft Windars 7 operating system
was chosen due to its portability instead of a desktop PC. In ordelotmaintain the high
performance of a notebook PC as well as its network speed, multigteps will be taken into
consideration.

There are lots of system-based and user installed software thamnining during the startup
of Microsoft Windows 7 operating system. These programs may &&kp the system resources
and some of them might even use the network bandwidth to checkrfapdate as well. In
order to obtain better network throughput results, all these srtup programs should be
disabled during the test. In order to disable the startup programsrstly, open the start
menu, type the word \mscon g", and select the program \mscong.exe" in order to open
the System Con guration program.

From the System Con guration program, select the Startup tab inFigure 3.18. Then,
click on the \Disable all* button, and click the \OK" button. Restart t he computer to
complete this process.

Figure 3.18: The Startup tab in System Con guration.

3.1.3.2 Network Optimization in Windows 7

Besides disable all unnecessary startup programs in the operatisygstem, the con guration
of all network adapters (both build-in or external type) in the noebook PC can be optimized
with the SG TCP Optimizer version 3.0.8 from Speed Guide, Inc.[40] in Figai 3.19. This
network optimizing process will ensure that all network adapter's Biximum Transmission
Unit (MTU) values are set to 1500 bytes [21] instead of default valust O bytes in Microsoft
Windows 7. In order to optimize all network adapters (both build-in o external type), the
USB WiFi that is used during the measurement must be plugged into thnotebook PC with
its related software driver installed rst.

From the rst tab of this program, the \General Settings" tab, check the \Modify All
Network Adapters" box and also select the \Optimal" choice undertie \Choose settings”
options. Then, click the \Apply changes" button. A new window will pg@ up showing all
related changes that are going to make towards the network adaps, click the \OK" button
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Figure 3.19: SG TCP Optimizer version 3.0.8.

to continue. Next, another new window will pop up, click the \OK" button again to continue
reboot the computer in order to complete the optimizing process.

The network optimizing of USB WiFi adapter (and any build-in WiFi adapter as well) will
be taken into consideration with condition the USB WiFi adapter usinghe same USB port
during the whole test for particular time. If the USB WiFi adapter is dugged into another
USB port, this optimizing process must be executed again in order tmptimize network
settings for this device. Besides, this network optimizing procesbaild be executed every
time Microsoft Windows 7 boots up, to ensure that all network panaeter values are set to
optimal value instead of default non optimum value.

3.1.3.3 Host and Server Optimization

Before the beginning of any types of throughput test, all 9 hosiglients) must be connected
to their respected AP's WiFi network by referring to [41]. They muste precon gured with
customized IP address, subnet mask, default gateway and preéel DNS server address, as
shown as follows. Customized IP address is used in order to reconeé throughput for every
host and AP.

IP address for host 1 to host 9: Ranging from 192.168.11.31 to 1$8111.36 and
192.168.11.51 to 192.168.11.53

Subnet mask address: 255.255.255.0

Default gateway address: 192.168.11.1 (For AP1), 192.168.11.2r(k&2), 192.168.11.3
(For AP3)

Preferred DNS server address: 192.168.11.54
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As for the server side, customized IP address, subnet mask,aléf gateway and preferred
DNS server address as shown as follows were used throughout tb&ts. These network
address details could be entered by referring to steps stated fuosts.

IP address: 192.168.11.54

Subnet mask address: 255.255.255.0

Default gateway address: 192.168.11.1
Preferred DNS server address: 192.168.11.54

3.1.3.4 \Verify Wireless Networks

After a host established WiFi connection with a related AP, we can atldelete these net-
work, change their priority and security features in \Manage wireles networks" windows in
Figure 3.20.

Figure 3.20: Manage wireless networks.

To reach this window in Windows 7, rst, enter the Control Panel fom the Start Menu.
In the Control Panel window, click \Network and Sharing Center", then select \Manage
wireless networks" at the left hand side column. Here, we should rewe all unrelated WiFi
networks as well in order to avoid incorrect connections.

By selecting any one of the networks listed in the window, right click othat network
and click on the \Properties" option. From Figure 3.21, check on théhird option, \Connect
even if the networks is not broadcasting its name (SSID)", so thahe host is able to connect
to the AP that are using hidden SSID.

3.1.3.5 Wireless Network Interference

During the experiments, especially at indoor site, we observed lots WiFi signals with our
devices (AP). They might be sourced from the WiFi APs from rooms imhe test location,
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Figure 3.21: 11nAPO1 wireless network properties - connection.

university's WiFi network APs, or other devices such as cordless phes or microwaves having
the same frequency [42]. These interferer might cause interfecen [43{46]. According to
[47], even an interfering signal that is 1,000 times weaker than the APsignals can disrupt
the vulnerable IEEE 802.11 link easily.

As for the outdoor site, we observed the WiFi interferences mdgtfrom public WiFi
and Internet service provider's based transmission stations. Bess, we faced signi cant
unavoidable physical signal interferences from passerby movensebetween transmitters
and receivers [48,49] that caused lower throughputs due to nbne-of-sight communications
[50]. In order to reduce the e ects of these interferences, sealesteps are being taken into
consideration.

Depending on our experiment type, whether in 2.4 GHz or 5 GHz fregacy, we will
scan the available WiFi signals at the experiment site using both notelbbk PC and smart
phone. In the notebook PC, we used Wi-Fi Channel Scanner soétxe in Figure 3.22 from
www.wi channelscanner.com to detect such wireless networks. Itasreal-time signal scanner
for the current WiFi hotspot that provides related network name/SSID, channels, signal
quality, and other information.

For the Android based version 4.2.2 operating system smart phonge used WiFi Ana-
lyzer from Farproc to check currently available channel for our A@®). This software shows
both 2.4 GHz and 5 GHz as in Figure 3.23. This application provides bettgortabil-
ity as it allows the user to move around the test site to check the whe area. For the
IOS based operating system, the WiFi Explorer v1.1 from Granados@ WiFiForum from
www.dynamicallyloaded.com can be used to scan currently available WiBignal and its
channel. Both software require jailbreak version of iOS.
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Figure 3.22: Observed WiFi networks by Wi-Fi Channel Scanner in Wdows 7.

Figure 3.23: Observed 2.4 GHz and 5 GHz WiFi networks by Wi Analyzer

Combining the channel scanning results, we selected the least ifieeed WiFi channel
at the test site. If no suitable channel was available during the meagment experiment,
we conducted tests during o peak hour, such as midnight, weeka&ror holiday time, as
these hours has the least number of users using WiFi, resulting in lesrference and much
accurate results towards our measurements.
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3.1.3.6 Thermal Fade Interference

Thermal fade e ect is a type of natural interference towards té wireless signal due to tem-
perature and relative humidity (RH) factor [51]. From [52] and [53], wéad found out that
these two factors has a ected the intensity level of our WiFi signa at 2.4 GHz and 5 GHz.
By referring to meteorological data provided by [54], this e ect is w§ obvious, especially
during hot summer time in Okayama due to higher RH percentage. Thavestigation done
by [49] also shows that high humidity tendencies absorb some WiFi sa@ja and cause high
changes in the received throughput.

During the throughput test, we measured these values with RH met and found out that
higher RH value degrades the performance of WiFi throughput. Tde 3.1 shows comparisons
among di erent RH values during two of our indoor tests (tested wh IEEE 802.11ac 5 GHz
using Bu alo USB WiFi & AP). In order to gain better and accurate throughput rates,
tests should be conducted during lower RH rate. Outdoor measuments done by [55] also
show that temperature, atmospheric pressure, and humidity amgeather conditions with the
highest impact on 2.4 GHz IEEE802.11b/g. Further research regéing this interference is
required to prove its e ectiveness towards WiFi signal.

Table 3.1: Thermal fade e ects towards IEEE 802.11ac host to AP Wi throughput.

Test Date Time C RH Throughput
a 04 Jul'14 14.51 27C 74% 214Mibps
30 Jul'14 12.59 34 C 51% 449Mbps
b 12 Aug'14 11.00 29C 56% 60M bps
28 Aug'14 11.30 29C 42% 126Vibps
3.1.3.7 iperf

In our experiments, we usedperf v2.0.5 in Figure 3.24 as a software tool to measure the
TCP throughput. Iperf can accurately provide the detailed commuication performance by
setting the parameters in the software properly [56]. The defaulocnmand for the server is
iperf -s, and that for the client is iperf -c 192.168.2.102 -t 50 -i 10

During the throughput test, we had a total of nine hosts (clients inperf) using IEEE
802.11ac or IEEE 802.11n WiFi connects to the AP (a server in iperf)n order to run the
whole test in an e cient and accurate way, both server and hostsdve been con gured with
batch les in Figure 3.25. The server is executed with current datera time shown in two
lines on the screen using the commandl&te /t and time /t ". Next, the iperf server command
\iperf -s -w 477K -l 8K" is executed with the TCP optimum window size of 47KB and
the default bu er length of 8KB . With the maximum network bandwidth of 1300M bps for
IEEE 802.11ac and network delay ofr8s, this optimum window size can be calculated with
Eq. (3.1) using \SG Bandwidth*Delay Product Calculator" from Sped Guide, Inc.

Windows Size= Network Bandwidth  Delay (3.1)

At the client side, two batch les are required during the throughptitest. The rst batch
le \54.bat" runs the iperf client command \ iperf -c 192.168.11.54 -t 50 -i 10 -w 477K -I
8K" for a duration of 50 seconds it 50" and displays the throughput info for every 10
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Figure 3.24: Operation of iperf software for server and client.

Figure 3.25: Contain of batch le for both server and client.

seconds i 10". At the host side, the same TCP optimum window size of 477 KB and
bu er length of 8 KB with using \ -w 477K -l 8K" are used.

The \echo Start of 9 Hosts Test & date /t & time /t* and \ echo End of 9 Hosts Test
& time /t " commands informs the user about the starting and ending of thughput test.
As for the second batch le \51-54-T7.bat", after 30 seconds adelay using \timeout 30"
command, it executes the batch le \54.bat" again and saves the vdbe process into a text
le named \51-54-T7_140530.txt" with the command \54.bat>> 51-54-T7.140530.txt". As
a result, all test results for every host are automatically saved intext le to ease the work
of data sorting later.

29



3.2 Measurement Results

By combining the optimization methods as well as interference detem in the previous
section, we present throughput measurement results and dissims of the following cases.

3.2.1 Throughput Comparison between Indoor and Outdoor

We had done the throughput comparison of links connecting two APbetween indoor
and outdoor sites. Figure 3.26 shows the results for IEEE 802.1l1asing Bu alo WZR-
G1750DHP and those for IEEE 802.11n using Bu alo WZR- G302H. Tlyeindicate that for
IEEE 802.11ac, indoor sites provide higher throughputs than outar sites, and through-
puts are gradually decreased as the longer distance. This is due tdaor closed area by
walls that act as waveguides [50] which are much more suitable for \eéorm re ecting and
MIMO-OFDM modulation of IEEE 802.11ac compared with open spacerea at outdoor
[57,58].

Figure 3.26: IEEE 802.11ac/11n AP to AP throughput comparisons diween indoor and
outdoor using Bu alo WZR-G1750DHP and Bu alo WZR- G302H.

On the other hand, for IEEE 802.11n, outdoor sites provide higheghroughputs than
indoor sites until 20m distance. At a distance of 3, the indoor throughput increased due
to multipath propagation e ect [59,60]. Throughputs by IEEE 802.1ac is about eight times
of that by IEEE 802.11n due to new technologies introduced with IHE 802.11ac as follows
[12,49,61,62]:

Extended MIMO operations which support for up to eight spatial steams (versus four
in IEEE 802.11n).

80 MHz channel bandwidth instead of 40 MHz, which has doubled théze of the
spectral channel over IEEE 802.11n.

Downlink MU-MIMO, allows up to four simultaneous downlink MU-MIMO hosts.
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256 Quadrature Amplitude Modulation (QAM), added as optional mods (versus 64
QAM, rate 5/6 maximum in IEEE 802.11n).

Beamforming transmission with explicit feedback (non-standard inBEE 802.11n).

In another mode, we did the throughput comparison between these indoor and out-
door sites under host (USB WiFi) to AP mode. Figure 3.27 shows the gelts for IEEE
802.11ac using Bu alo WZR-G1750DHP and its respective USB WiFi agéer. It is obvious
that in the closed area, walls serve as good re ectors for WiFi sigina indoor compared with
outdoor open space area. As a result, the indoor results are abdouble the throughput of
outdoor test results.

Figure 3.27: IEEE 802.11ac Host to AP throughput comparisons be¢en indoor and outdoor
using Bu alo WZR-G1750DHP

3.2.2 Throughput Comparison between One-hop and Two-hop
Communications

We compared the throughput between one-hop and two-hop cormmications for the topology
in Figure 3.3 and Figure 3.4.

Figure 3.28 shows the results for IEEE 802.11ac using Bu alo WZR-G30DHP and those
for IEEE 802.11n using Bu alo WZR-G302H. In these tests, on avage, the throughputs of
two-hop communications become about half of these of one-hoprsuounications for IEEE
802.11n. While for IEEE 802.11ac, the throughputs reduce abou2% on average from one-
hop to two-hop. On overall, both IEEE 802.11ac and IEEE 802.11n WiFare still able to
maintain good throughputs even at a distance of 30 due to surrounding walls at indoor.

According to [63{65], one hop will reduce the throughputs by 50% dnthis has been
proven for both types of WiFi.

3.2.3 Throughput Change by Wall

In this part, we evaluated throughput changes due to wall obstés along the link path
under various conditions.
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Figure 3.28: IEEE 802.11ac/11n throughput comparisons betweeme-hop and two-hop
communications

3.2.3.1 E ects of Wall Towards Usage of Repeater

We evaluated the throughput's changes by using a repeater beemethe end nodes. Fig-
ure 3.29 compares the throughputs with and without a repeaterfthe topology in Figure 3.5.
The results show that using the repeater, the throughput by Bualo WZR-G1750DHP IEEE
802.11ac increased by 7% and the throughput by Bu alo WZR-HP-GRH IEEE 802.11n
increased by 540%. Thus, the e ect of the repeater is con rmed.

Figure 3.29: E ect of repeater in indoor with two walls.

3.2.3.2 E ects of Wall Towards IEEE 802.11ac with Various Ve ndor

We tested the variable obstacles with concrete walls using Bu alo WZR750DHP, 1-O Data
Air Port WN-AC1600DGR, and NEC Aterm WG1800HP AP to evaluate the e ects of wall
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obstacles towards IEEE 802.11ac 5 GHz WiFi signal. Noted that the Afrom |-O Data
does not allow the repeater use in IEEE 802.11ac.

Figure 3.30 shows the e ects of wall obstacle towards IEEE 802.Xlthroughput from
host (USB WiFi) to AP and AP to AP using di erent vendors. In the host to AP, Bu alo
performs better than others under the test condition of no wallred one wall. For two wall
test condition, NEC outperforms other vendors at least 27%.

Figure 3.30: E ects of wall obstacle towards IEEE 802.11ac throhgut from host to AP
and AP to AP using di erent vendor.

The maximum throughput for IEEE 802.11ac USB WiFi to AP at 8n distance is about
29IMbps. Under this no wall condition, the host reached its top speed. Fohé AP to AP,
the average drop around 32% was obtained per wall obstacle. Th& Ao AP's throughput
is about double the host to AP mode performance.

3.2.3.3 E ects of Wall Towards |IEEE 802.11n with Various Ven dor

We repeated the test using the same devices with IEEE 802.11n cgaration to evaluate
the e ects of wall obstacles towards IEEE 802.11n WiFi signal. Notethat the AP from I-O
Data does not allow the repeater in IEEE 802.11n.

Figure 3.31 shows the e ects of wall obstacle towards IEEE 802.1twoughput from host
to AP using di erent vendors. I-O Data AP provides the best throghput under no wall
and one wall conditions. Both the Bu alo WZR-1750DHP and NEC Atem WG1800HP
AP are newer and better than the older Bu alo WZR-HP-G302H, thg still have similar
throughput results under all conditions. This is because the hoskeached its maximum
speed. The throughput is fully dependent on the build-in WiFi model m the host side.

Figure 3.32 shows the e ects of wall obstacle towards IEEE 802.11imroughput from
AP to AP using dierent vendors. The newer Bualo WZR-1750DHP AP has the best
throughput among the three models of APs. It can provide the simitathroughput under
both no wall and one wall condition. Both NEC and Bu alo WZR-HP-G3®H AP had linear
throughput results as numbers of wall increased. The older Bu al&vZR-HP-G302H IEEE
802.11n AP had the lower throughput due to its older hardware tedology.
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Figure 3.31: E ects of wall obstacle towards IEEE 802.11n througiut from host to AP
using di erent vendor.

Figure 3.32: E ects of wall obstacle towards IEEE 802.11n througut from AP to AP using
di erent vendor.

3.2.3.4 E ects of Wall Towards IEEE 802.11ac/11n with Link D istance Change

In the lecture hall site, we had the throughput measurements witthe assumption that the
AP located inside the hall. Figure 3.33 shows the e ects of one wall dasle towards IEEE
802.11ac/11n using Bu alo WZR-1750DHP.

In the host to AP communication, the throughput of IEEE 802.11acvas at least 75%
faster than IEEE 802.11n, with minimum speed of 82bps. For the AP to AP communi-
cation, which simulates the usage of the repeater, the throughipaf IEEE 802.11ac was at
least 50% faster than IEEE 802.11n, with minimum speed of 1/@bps even at 30n distance.
For IEEE 802.11n AP to AP communication, the throughput was mor¢han 56% faster than
host to AP mode with minimum speed of 7Mbps. The throughput of IEEE 802.11n at a
distance of 30n become better due to multipath e ects.
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Figure 3.33: E ects of one wall obstacle towards IEEE 802.11ac/tlwith link distance
change.

3.2.4 Throughput Change by Repeater

We evaluated throughput improvements by adopting one IEEE 802lac repeater between
the server and two hosts when a wall obstacle separates them ag-igure 3.9. The devices
from the three vendors are used, where those from I-O Data dotrallow the repeater use
(only one hop communications). For IEEE 802.11n devices at hostsoth of the external
USB WiFi device and the build-in device in the host PC are evaluated.

Table 3.2 shows the throughput measurement results. The resulteicate:

1. NEC devices provide the highest throughput for one-hop commigations, and for
two-hop communications using the external USB WiFi device.

2. Bu alo devices provide the highest throughput when build-in devies in PCs use with
the IEEE 802.11ac repeater, which can be the most conventional.

3. The adoption of an IEEE 802.11ac repeater improves the throgut for any case.

Table 3.2: E ects of IEEE 802.11ac repeater in indoor with one wall ugy devices from
three vendors.

Throughput ( Mbps)
Vendor USB WiFi Build-in WiFi
Repeater No Yes No Yes
Bu alo 107.28 128.6 73.37 97.25
[-O Data 138.53 - 79.47 -
NEC 194.83 199.8 85.42 93.33

3.2.5 Throughput Comparison between 2.4 GHz and 5 GHz

We evaluated the di erence between the 2.4 GHz's IEEE 802.11n and¥-z's IEEE 802.11ac
under variable obstacles from no wall to two walls with various vendor
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The overall average throughput of 5 GHz IEEE 802.11ac in host toFAand AP to AP,
and 2.4 GHz IEEE 802.11n host to AP and AP to AP can be summarized asFigure 3.34.
The throughput of 5 GHz IEEE 802.11ac, in both host to AP and AP toAP mode, drops
by 55% when the number of walls increase from zero to two. While tharbughput of 2.4
GHz IEEE 802.11n, drops by 35% only when the number of walls increalsom zero to two.
In all cases, the throughput of AP-AP mode is about double the tlmughput of host to AP
mode, as AP-AP mode having more antennas in the AP compared host

Figure 3.34: E ects of wall obstacles towards 5GHz IEEE 802.11amé 2.4GHz IEEE
802.11n.

Table 3.3 and Table 3.4 show the throughput comparison between tBet GHz and 5 GHz
from no wall to two walls, for both host to AP and AP to AP. It was obwvous that the 5 GHz
IEEE 802.11ac tends to have a higher percentage of throughputog, which was at least
55% compared with the 2.4 GHz frequency. This indicated that it has shorter transmission
range under wall obstacles condition. In both cases, the 2.4 GHzdha reduction of at most
39% as it has a wider radio wave length if compared with 5 GHz.

Table 3.3: E ects of di erent WiFi frequency towards throughput from host to AP.

2.4 GHz 5 GHz
No Wall 10Mbps| 258Mbps
2 Walls 63Mbps | 114vibps
% of Reduction 39% 56%

Table 3.4: E ects of di erent WiFi frequency towards throughput from AP to AP.

2.4 GHz 5 GHz
No Wall 23Mbps | 556Mbps
2 Walls 14Mbps| 25Mbps
% of Reduction 35% 55%
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3.2.6 Throughput Comparison among Di erent AP Locations

In this section, we used IEEE 802.11ac USB WiFi devices and build-in HE 802.11n WiFi
devices in the notebook PCs to compare throughputs for the di ent number of Bu alo
WZR-1750DHP APs, the di erent number of hosts as well as the dieent locations in a
large lecture hall in our campus. Two types of cases are evaluatedjich are the ideal case
and practical case as explained in details at Section 3.1.1.2.

3.2.6.1 |IEEE 802.11ac's Ideal Case

Figure 3.35 shows the throughput results for IEEE 802.11ac usingeand two APs. For nine

hosts in both one and two APs, the throughput suddenly goes up t&use host 9 is nearer
to its associated AP. From this gure, we can see that two APs (simated as GWS) using

di erent channels, located at ideal positions, can double the thrahput (average range from
90%-114%) of one AP as an additional AP provides twice the bandwidto all hosts [66].

Figure 3.35: IEEE 802.11ac throughput comparison between one ARd two APs for ideal
AP locations.

3.2.6.2 |IEEE 802.11ac's Practical Case

Figure 3.36 shows the throughput results when the number of IEEBO2.11ac's APs is
changed from one to three. Two provide an increase of throughpior at least 47% over
one AP. While three APs are 114% faster than one AP and 23% fastitian two APs. The
throughput increases with the number of APs. However, for twéP cases, the throughput
decreases tremendously when seven or more hosts join. The oeamay come from the WiFi
interference increase, whose analysis will be in our future works.

Figure 3.37 shows the comparison of the IEEE 802.11ac throughpuietween ideal and
practical AP locations. For one AP throughput, the ideal case is ler than the practical
case for three to ve hosts position and they make the di erencediween both ideal and
practical cases. After ve hosts, the AP position does not impra the performance. For
two APs, the ideal case is better than the practical case due toehshort distance between
hosts and GWs. In overall, they show that throughputs are grebt a ected by AP locations
for two-AP cases and are not a ected for one-AP cases.
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Figure 3.36: IEEE 802.11ac throughputs with one to three APs forractical AP location.

Figure 3.37: IEEE 802.11ac throughputs comparison between ideadd practical AP loca-
tions.

3.2.6.3 |IEEE 802.11n 5 GHz's Practical Case

Figure 3.38 shows the IEEE 802.11n 5 GHz throughput results whehe number of IEEE

802.11n's APs (simulated as GWSs) is changed from one to three. THedaughput results of
IEEE 802.11n 5 GHz tests were similar to the IEEE 802.11ac's practlaaase in the previous
section. Both of them have throughput increases with the numbesf APs. In this wireless
network, two APs improve the throughput of one AP for at least 54%. While the usage of
three APs improve the throughput over 31.6% and 121% comparedtlvtwo APs and one

AP.

3.2.6.4 |EEE 802.11n 2.4 GHz's Practical Case

Figure 3.39 shows the IEEE 802.11n 2.4 GHz band 40 MHz bandwidth dughput results
when the number of IEEE 802.11n's APs is changed from one to thre@he throughput
decreases with the number of APs. For two APs case, interferenoccurs during seven to
eight hosts test. As a result, throughput drops a lot. In this pratical case, as IEEE 802.11n
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Figure 3.38: E ects of variable APs towards IEEE 802.11n 5 GHz thugyhput in practical
case.

2.4 GHz has limited channels and bandwidth, the throughput has drged tremendously
(range from 34 50%) in three APs due to overlapping of the channels.

Figure 3.39: E ects of variable APs towards IEEE 802.11n 2.4 GHz tbughput in practical
case.

3.2.7 Throughput Change by Link Distance

We evaluated throughput changes when the link distance increasaisder one-hop commu-
nications using IEEE 802.11ac and IEEE 802.11n APs from various s under di erent
environment.

3.2.7.1 Comparison between IEEE 802.11ac and IEEE 802.11n

Figure 3.40 shows the results for IEEE 802.11ac and IEEE 802.11nemhthe link distance
between APs increases fromnd to 100m in outdoor sites using Bu alo WZR-G1750DHP
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and WZR-HP-G302H. The throughput for IEEE 802.11ac decreasdrom 7581 bps at O to
182Mbps at 100m, and that for IEEE 802.11n decreases from 1Wbps at Om to 1Mbps at
100m. This means IEEE 802.11ac provides at least six faster throughpat IEEE 802.11n.

Figure 3.40: IEEE 802.11ac throughput change by increasing link distce at outdoor.

3.2.7.2 Comparison between Vendors

We compared throughputs between di erent wireless device vendgowhen the link distance
increases in outdoor sites. In each experiment, both IEEE 802.X1dSB WiFi device and
AP from the same vendors were used for each test.

Figure 3.41, Figure 3.42, and Figure 3.43 shows throughput changesng devices from
Bu alo, I-O Data and NEC respectively. The results by Bu alo and I-O Data similarly
decrease as the link distance increases, while the results by NEC imu@re stable for distance
changes.

Figure 3.41: IEEE 802.11ac throughput change by increasing link déstce in outdoor using
Bu alo WZR-G1750DHP & WI-U2-866D USB WiFi.
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Figure 3.42: IEEE 802.11ac throughput change by increasing link distce in outdoor using
I-O Data WN-AC1600DGR & WN-AC867U USB WiFi.

Figure 3.43: IEEE 802.11ac throughput change by increasing link distce in outdoor using
NEC WG1800HP & WL900U USB WiFi.

3.2.7.3 Comparison between Open Space and Building

From the tests, we found out that the layout of the experiment aa, such as buildings and
road junctions around the APs also a ected the results. There is actuation of I-O Data at
the distance of 35n. We analyzed the reason of this abnormal phenomena. It is consielé
that outdoors open space WiFi's signal is free to spread out to angw As a result, the
power/strength of WiFi decreases with the increase of distance.

Figure 3.44 (source from Google, maps.google.com) shows the pasibbthe host from
Om until 200m with surrounding high rise buildings and trees. We found out that whethe
AP located nearby buildings, the throughput becomes better (or evse) as building's walls
serve as a WiFi's multi-path condition for waveform re ection. Note hat big trees beside
the test path also serve as wave re ectors.

According to [50], multi-path WiFi signals take di erent paths betwe@ two points. If
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two signals are in the same phase, they interfere constructively éhis results in a better
throughput; if they are in the di erent phase, they interfere deructively, and canceling each
other out. These constructive and destructive interferencesagse lots of changes towards
the throughputs at any distance.

Figure 3.44: Position of host in outdoor tests.

The standard deviations at the positions of B, 35m, 45m, 60 75m, 85m, and 100n
are larger values from 35.409 to 68.994, because open space ssigbad junctions and lots
of interference occur around these positions.

As for the rest of the positions, 5 30m, 40m, 50 55m, 80m and 90 95m, the
standard deviations range from 17.358 to 25.306. They are far loviiecause these positions
are surrounded by buildings and less interfered by the public WiFi.

All three APs used in the experiment comes in di erent physical sizeimensions. The
Bu alo AP has the largest size, I-O Data comes second, and NEC tisenallest. The through-
put results among di erent vendors indicate that larger size's AP wilbrovide much stable
throughput rate with near linear attenuation as they could have a lajer size antenna built
into the device at much ideal position. Besides, this large dimensionear will provide more
spacing among the MIMO antennas and subsequently reduce thedrfierence among them.
Smaller APs could not provide stable throughput due to their dimensios limitation that
limit the antenna's size.

During the tests, we also found out that the placing angle of AP towds another AP or
host also a ects the throughput result. All APs have built in antenras where their position
are unknown to the user. As a result, the direction of AP facing migha ect the result as
well. For example, it's impossible to have the antennas located at theatk of APs where
LAN's ports, Internet's port, and power supply port. If the back side of the AP facing
towards another AP/host, the throughput becomes lower compad with the front facing
position of APs towards each other.

During the outdoor tests, we found out that placing the AP at posibn between 30-
45 to the left side or right side facing the host as shown in Figure 3.45 pides the best
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throughput. This might be due to WiFi's signal require certain transnission angles to emit
signals and re ects against the walls. If the WiFi's signal able to travehrough the shortest
path (also means shorter time) before reaching the destinatiorheén the throughput would
be better than those longer path transmissions that consume losigtime. Further research
regarding this angle matter is required to prove its e ectiveness wards throughputs.

Figure 3.45: Position of AP towards other AP or host(s).

3.3 Throughput Estimation Model

For IEEE 802.11ac, we increase the link distance between APs fronidd100m at outdoor
site. We generated an IEEE 802.11ac AP throughput link distance egtion as in Eq. (3.2),
with y represent the throughput and x represent the distance ém 0 to 100n.

f(x)= 002662 31581Xz +762:4162 (3.2)

where x represents the link distancerf), and f (x) represents the estimated throughput at
distancex (Mbps) from the source AP.

From di erent wireless device vendor's tests, we combined the thughput results in
Figure 3.46 and generated a common IEEE 802.11ac USB WiFi throygit link distance
equation as in Eq. (3.3). From Figure 3.46, we can see that the atigation level of all three
IEEE 802.11ac 5 GHz WiFi is far more higher than the IEEE 802.11n 2.4Hz (as shown
in Figure 3.40) due to higher frequency tend to have higher attentian level and higher
throughput drops.

u(x)= 0:00252 569602 + 304:3260 (3.3)

where u(x) represents the estimated throughput at distance (Mbps).

3.4 Discussion

This chapter presented TCP throughput measurements using IEHE802.11ac/11n devices
from three vendors implementing IEEE 802.11ac/11n protocols in iaus conditions includ-
ing one or two-hop communications, wall obstacle existences, dient link distances, the
use of a repeater, and big room with di erent AP locations. These st conditions show that
TCP throughputs are a ected by vendors, communication conditins, and AP's location.
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Figure 3.46: Estimated throughput change of IEEE 802.11ac by ireasing link distance in
outdoor.

By taking into consideration the limitation of indoor/outdoor experiment site's actual
physical layout, di erent weather conditions (due to thermal fa@), and wireless network
interference, our results from the TCP throughput measuremersoftware iperf, indicated
that the indoor IEEE 802.11ac provides better throughput than otdoor location, and that
IEEE 802.11ac is around eight times faster than IEEE 802.11n.

In the one-hop versus two-hop comparison, our tests show thaktra hop will cause
both IEEE 802.11ac and IEEE 802.11n throughput drops more thahalf. While in the
wall obstacles, IEEE 802.11n throughput drop rate is larger tharEIEE 802.11ac due to the
di erent number of MIMO antennas. The usage of repeater betves IEEE 802.11n APs is
very e ective.

Under the di erent vendors, Bu alo performs better than I-O Data and NEC under the
no wall and one wall conditions. While for two walls, NEC outperformstber vendors. The
adoption of an IEEE 802.11ac repeater improves the throughpuorf the di erent vendors.
Higher frequency WiFi has the largest percentage of throughpstdrop.

In the large lecture hall tests, two APs can double the throughpubf one AP in the ideal
case. While for the practical case, the throughput increases withe number of APs for both
IEEE 802.11ac and IEEE 802.11n 5 GHz cases. As for the IEEE 8021214 GHz practical
case, the throughput decreases with the number of APs.

For the last part, we can assume that the antenna'’s size is limited byh¢ physical di-
mension of AP. Outdoor buildings or geographical layout a ects thehroughput of IEEE
802.11ac. The standard deviation analysis shows that interferenoccurs at nine positions.

We generated a common link distance equation for IEEE 802.11ac lpnabining through-
put test results from three vendors and use for the active AP sekon algorithm in WIMNET
in the following chapters.
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Chapter 4

Extended Routing Algorithm

In this chapter, we present the extended routing algorithm for WMNET to consider the
link speed change.

4.1 Problem Formulation

The extended routing path problem can be de ned as follows:

1. Input

(a) Network topology: G = (V;E)
set of nodes (APs, hosts)V
each node type: GW, AP, or host
each node coordinate: X, y)
number of nodes:N (= jVj)
set of links between nodest
{ link speed for linkk: sy

(b) Minimum link speed for routing path: S;oute

2. Output

Routing path: T
3. Constraint

(&) Any host must be connected with GW inT (host covering constraint).

(b) For each node, either of the following nodes must be selected fioe downstream
connection (node type connection constraint):

AP: AP or host
host: no node

4. Objective
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The cost function E representing the maximum propagation and transmission delays
in the routing path should be minimized:
n X #
1 t . t
E= max — + max — min -~ (4.1)

i2Vv S k2N S k2N S
k2P, k GW k GW k

where and represent constant coe cients for the both delays respectively, does
the number of hosts using linkk, P; does the set of nodes in the routing path between
the GW and nodei, and Ngyw does the set of incident links to the GW.

4.2 Throughput Estimation

In this section, we brie y review our throughput estimation using conmercial products.

4.2.1 I|EEE 802.11n/g

In our measurements for IEEE 802.11n/g, we prepared two PCs dhare equipped with
the IEEE 802.11n/g NICs and the necessary software. We measdrthe throughput while
increasing the distance between them with therd interval. Table 4.1 shows the devices and
software for measurements.

Table 4.1: Devices and software for throughput measurement.

Type UNITCOM W760C
CPU core i3 370M (2.40 GHz)
Memory 2 GB
PC oS Ubuntul1.10
NIC Bu alo WLI-UC-G300HP
Software iperf2.0.5
Protocol TCP
AP Type Bu alo WZR-HP-G302H

Figure 4.1 shows changes of measured throughput when the link diste is increased
from Om to 100m for IEEE 802.11n. To estimate the link speed from the distance using
the results, we approximated the throughput change by the thirdrder linear equation as
follows:

g 0:002%3 +0:185%? 5:334& +117:43 (0 x< 40)
n(x) = 0:00006¢3 + 0:009%? 1:73% +117:17 (40 x< 75)
3 0:000438&° 0:1095%°+8:47715& 18948 (75 x< 100)
1 (100 x)

4.2)

where n(x) represents the estimated throughput at distance (Mbps).
The estimation result using this equation is plotted by the dot-line in tis gure. The
coincidence between two lines con rms the accuracy of this estinia.
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Figure 4.1: Throughput measurement and estimation result.

Additionally, we measured the throughput changes when the IEEEO2.119g protocol was
used at the same NICs for comparisons. This result is also depictedFigure 4.1 with the
estimation result by the following equation:

0:0000k3® 0:001%> 0:2454& +25:424 (0 x< 85
909= e 3 ( Y

where g(x) represents the estimated throughput at distance (Mbps).

4.2.2 |EEE 802.11ac

In our measurements for IEEE 802.11ac, we prepared two PCs thare equipped with
the IEEE 802.11ac NICs and the necessary software. We measutbe throughput while
increasing the distance between them with therb interval. Table 4.2 shows the devices and
software for measurements.

Figure 3.40 from Section3.2.7.1 shows the changes of measuredubhputs when the
link distance is increased from @& to 100m with the 5m interval for IEEE 802.11ac. To
use the measurement results in the routing algorithm and the WIMNE simulator for the
throughput estimation, we approximate the throughput change Y the third-order linear
equation asf (x) in Eq. (3.2) in Section3.3

In this dissertation, we recommend that the link speed is measureding wireless devices
in a real network eld. However, at the network design phase wherthe real eld does not
exist like simulations in this dissertation, or when su cient devices formeasurements are
not available, it cannot. In such a case, we estimate the link speeding f (x) in (3.2) and
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Table 4.2: Devices and software for throughput measurement.

Model | Ultrabook Lesance NB S3441/L

PC1 | CPU | Intel (R) Core i5 3317U (2.6 GHz)
(O Windows7

Model | Ultrabook Lesance NB S3532-SP|

PC2 | CPU | Intel (R) Core i3 2350M (2.3 GHz)

oS Windows7
AP Bu alo WZR-G1750DHP
Software iperf2.0.5
Protocol TCP

n(x) in (4.2) with the given locations of the nodes. The link speegi between node and
node|j is estimated using the Euclid distance by:

q
S = f (X X)2+(yi ¥)? (4.4)

where i;yi) and (X;;y;) represent the location coordinate of nodeand nodej respectively.

4.3 Routing Path Generation Procedure

The routing path algorithm greedily constructs a routing pathT = (VT;ET) by repeating
the selection of one link that minimizes the cost functiofe when it is added into T, until
every AP is included in the path. To evaluate the transmission delay ik accurately, a
complete routing path is predicted by expanding the current partigpath using the Dijkstra
algorithm in terms of the link delay (=1=s;). Here, we note that the -termin E is calculated
only for the current path T with the selected link. In the procedure, the routing path
T =(VT;ET) is initialized with GW, and then, is sequentially constructed by selecting the
best link minimizing the cost function of the predicted path one by onentil every host is
included inVT.

1. Initialize the routing path T by VI=fGWgand ET = , and select any link whose
speed isSoue OF larger for use in the routing path.

2. Construct T by repeating the following two-step procedure until every host iV is
included inT:

(a) Select one unselected node that is adjacent to a node in the @nt path T in the
following order:

AP,
constrained AP, which has only one route to GW,

isolated AP, which will be isolated otherwise due to the WDS clustering
constraint, and

host.
(b) Select one link that satis es the following two conditions:
It connects the node in (a) and a node .
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When added to T, E with the complete path predicted in Section 4.4 is
minimum.

4.4 Complete Routing Path Prediction

A complete routing path is predicted by expanding the current paral path T by selecting
the links that connect the remaining hosts using the Dijkstra algoritim where the inverse of
the link speed is used as the link weight.

1. Initialize the set of the unselected noded\, by A = V, and the decision variables for
them, weight labeldor propagation delays, andoute labelsfor previous nodes in paths
from GW, in the Dijkstra algorithm using the current partial path T as follows:

(a) For weight labels:

set the obtained propagation delay for any nod2 T, and
set1l for the remaining nodes.

(b) For route labels:
set the previous node along the route frol®W in T for any node inT, and
set1l for the remaining nodes.

2. Select one node (let nodm) in A that has the smallest weight label.
3. Remove nodem from A, and terminate the procedure ifA =

4. Update the both labels of the nodes that are adjacentto node 2 A\ 2 VT,
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Chapter 5

Extended Active AP Selection
Algorithm

In this chapter, we present the active AP selection algorithm to caider the link speed
change.

5.1 Problem Formulation
The extended active AP selection problem can be de ned as follows:
1. Input
{ The same inputs as those for the routing path problem
2. Output

{ Set of active APS: Ve
{ Routing path: T

3. Constraints

{ Any host must be connected to the GW through active APs (host nating con-
straint).

4. Objective

{ The number of active APs should be minimized.

{ Holding the rst objective, the same cost functionkE for the routing path should
be minimized.

5.2 Active AP Selection Procedure

5.2.1 Sequential AP Deactivation

Starting from the initial state where every AP is selected as an actvone, the active AP
selection algorithm minimizes the number of active APs by sequentiallyedctivating one
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active AP such that it does not only satisfy the constraints but als@ptimizes the selection
index, until no more AP can be deactivated. In the following procede, the active AP rep-
resents an AP that is activated in WIMNET, the inactive AP does an AP that is suspended,
the must-active AP does an AP that cannot be suspended because of the constrairgad
the candidate APdoes an AP that can be a candidate as the next inactive AP among act
APs.

1. Initialize the solution state by selecting all the APs foractive APs and the sets of
inactive APs and must-active APsby null sets.

2. Apply the routing path algorithm in Section 4 for the active APs and the hosts to
nd the routing path. If a feasible routing path cannot be found hee, terminate the
procedure as an input error.

3. If everyactive AP becomes anust-active AP, output the current solution and terminate
the procedure.

4. Select acandidate AP for the next deactivation from the active APs such that:

(a) itis not must-active APsand
(b) it forwards packets from/to the least number of hosts in the outing path.

This selection intends to select an AP whose deactivation causes tkast in uence to
the routing path.

5. When the candidate AP is deactivated, check if any host on the downstream side of
this AP in the routing path connected to the GW through otheractive APsor not. If
this condition is not satis ed, mark it as must-active AP, and go to 3).

6. Apply the routing path algorithm for the active APsand the hosts. If a feasible routing
path cannot be found, mark thiscandidate AP as amust-active AP and go to 3).

7. Deactivate thecandidate APand go to 3).

5.2.2 AP Reactivation for Active AP Minimization

After sequentially deactivating APs, our active AP selection algoritm further minimizes the
number of active APs by repeating the reactivation of a deactivate AP such that two or
more APs can be deactivated simultaneously after its reactivation.

1. Make a list of the deactivated APs by sorting them in the deactivatd order by the
procedure in Section 5.2.1 or by this AP reactivation procedure, aniitialize the
number of reactivated APsRpr by O.

2. Select the rst AP in the list and reactivate it. Then, if two or more active APs
can be deactivated simultaneously by satisfying the conditions, detavate them and
increment Ryp by 1. Otherwise, resume the previous state.

3. Remove the reactivated AP from the list. If the list is not empty, @ to 2.

4. If Rap > 0, go to 1. Otherwise, terminate the procedure.
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5.2.3 Example

To illustrate the procedure in our algorithm, we consider the simple fwlogy in Figure 5.1.
In this topology, four APs are allocated at the corners of a 40 40m square where one AP
is the GW, and two hosts are allocated at the 4@ distance from the non-GW APs in the
opposite directions from the GW.S;oie = 40Mbpsis used. Thus, the GW can connect with
any AP and cannot directly connect with any host.

Figure 5.1: Simple topology for algorithm illustration.

For this topology, the sequential deactivation procedure in the atgithm rst deactivates
the farthest AP from the GW as shown in Figure 5.2, because it doestforward any host
in the routing path that is composed of the shortest path betweerach host and the GW.
Then, it cannot deactivate any other AP, because each host caminconnect with any other
active AP in this state. After that, in the deactivation/reactivatio n procedure, when this
deactivated AP is reactivated, the two hosts connect with this AP ad the other two APs are
deactivated simultaneously. Thus, the number of active APs is minimgzl to two as shown

in Figure 5.3.

O 4

Figure 5.2: Solution after sequential AP deactivation.

5.3 Extensions for Multiple Gateways

In this section, we present the extensions of the active AP selecti@lgorithm to consider
multiple GWSs, the limited number of hops, and the minimum host througput. For our
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Figure 5.3: Solution after AP reactivation/deactivation.

extensions, we modify the input and the output of the algorithm. Bsides, we present the
plural AP deactivation procedure to deactivate plural APs simultaeously, to reduce the

algorithm execution time.
In the algorithm input, one or more nodes can be GWSs. Besides, thekiapeed estimation

equation and the interference threshold are added.
IEEE802.11ac link speed estimation equation
11ac link speed threshold for interferences between links

In the algorithm output, each GW should compose a routing tree corecting hosts, such
that the root is a GW, the leaves are hosts, and every host is includlen one routing tree.
Thus, the output should be arouting forest

A set of routing trees or arouting forest

5.4 Plural AP Deactivation for Preprocessing

To reduce the running time of the algorithm, plural APs are deactivid simultaneously as
the preprocessing in the extended algorithm. Because at most ohE exists between a GW
and a host in the previous extension, an AP located around the middketween a GW and
a host is e ective as a relay AP to boost the link speed. Thus, APs ne&Ws or hosts are
deactivated in this procedure.

1. Calculate the distance between any pair of a GW and a host.
2. Select the largest one in 1). Let this distance be.

3. Select an AP whose distances from the half of the GWs are smalleah 1=3L or larger
than 2=3L.

4. Deactivate each AP selected in 3) in descending order of the dest distance from
a GW. If the deactivation of an AP does not cover the host coveringonstraint, stop
this deactivation.
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5.5 Modi cation of Adopted Routing Algorithm

To consider multiple GWs and the limited number of hops, we adopt ourew routing
algorithm for WIMNET that considers both conditions in [5]. Speci cally we replace the
routing algorithm from Section 5.2.1 in the following steps:

2) Apply the routing algorithm in [5] for the active APsand the hosts to nd the routing
tree. If a feasible routing forest cannot be found here, terminatthe procedure as an
input error.

6) Apply the routing algorithm for the active APs and the hosts. If a feasible routing
forest cannot be found, mark thiscandidate AP as amust-active AP and go to 3).

5.6 Minimum Host Throughput

After applying the routing algorithm, we calculate the estimated thoughput for every host
by Eqg. (5.1) if a feasible routing forest is obtained:

et = P— (5.1)

k2 Pj

where sy represents the speed for link and P; does the set of links in the routing path
between the GW and host. % represents the estimated delay to send 1 bit through link.

Thus, % represents the estimated total delay to send 1 bit through the lird&kconnecting
k2 Pj
the GW and hosti in the routing path. The inverse becomes the estimated throughpu

between the GW and hosi. Then, if this estimated throughput for any host is smaller than
the given minimum host throughput, the obtained routing forest is egarded as infeasible.

5.7 Related Works

Within our survey, we cannot nd a paper dealing with the same activéP selection problem

for WMNs. In [67], Avakul et al. discussed the multiple-tiers WMN progct for disaster

recovery process, and illustrated merits in optimizing the number ohesh routers to achieve
the optimum performance. In [68], Hu presented a GW selection prigim in a WMN to select

a minimal number of non-GW nodes and upgrade them to GWs to imprewvthe delivery ratio

of the network to a given threshold, where the number of active Ais not reduced.

In [69], Mamechaoui et al. surveyed existing approaches dedicatidenergy conserva-
tions for WMNs including the switching scheme that aims to powering othe minimum
number of devices [70]. In [71], Pathak et al. surveyed fundamentdésign problems of
interference modeling, power control, topology control, link schating, and routing with
special stress on joint design methods for WMNSs. In [72], Benyamimd al. also surveyed
design aspects and examined methods that have been proposedtprove the performance
of already deployed ones or by careful planning of deployments fVIN.
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Chapter 6

WIMNET Simulator for Throughput
Changes

In this chapter, we present an extension of the WIMNET simulator [3to simulate the various
link speed including the AP-host link. The WIMNET simulator has been deeloped in our
group to evaluate the performance of WMN and multiple WLANSs in corentional PCs. In
this simple network simulator, every link activation is synchronously antrolled by a single
clock called atime slotand the sequence of one link activation including the random back-p
the data frame transmission, and the acknowledgement receptias completed within the
duration time of a single or multiple time slots.

6.1 Maximum Link Speed and Time Slot Interval

From throughput measurement results in Section 4.2, we select MBps for the maximum
link speed in the extended WIMNET simulator. We assume that each dme transmits
1;50ytes (= 12Kbits) data considering the Ethernet MTU size. Then, we set:0 msec
for one time slot duration time, which realizes 12@bps (= 12Kbits=0:1mseg.

6.2 Realization of Arbitrary Link Speed

As discussed before, an integer number of time slots can be useditaulate one link acti-

vation, which allows only discrete link speeds in the WIMNET simulator. i our extension,

we calculate the two integer numbers of time slots that are closesb the real number of
time slots representing thearget link speegand realize this link speed by using alternatively
either integer number of time slots such that theaverage link speeds equal to the target

one. The following procedure describes the steps in our proposal.

1. Initialization
Before starting communications, the following procedure is exe@auat:

(a) Calculate the target real number of time slotsI Ny to realize the given target link
speed for linkk:

TNy = — 6.1
== 6.1)
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(b) Calculate the two integer numbers of time slotsl U, and T Ly that are closest to
T Ny for link k:
TUk = dTNke; TLk = bTNkC (62)

where the functiondxe returns the smallest integer that is not smaller thanx,
and the function bxc returns the largest integer that is not larger thanx.

(c) Randomly select either ofT Uy or TLy for the initial number of time slots, set it
for the initial value of the accumulated number of activated time slat AN, and
initialize the accumulated number of link activationsAL y for link k by 1.

2. Time slot control during communications
Each time link k is activated, the following procedure is executed:

(a) Calculate the average number of activated time slotAV:
AV = —: 6.3
= AL (6:3)

(b) Select the number of time slots for the link activation:
if AV < TNy, then selectT Uy, else selecil L.

(c) Update AN and AL .

6.3 AP-Host Link Consideration

Previously, no host explicitly appears in the WIMNET simulator. Insted, as inputs to the
simulator, each AP is associated with a given number of hosts. We ertd the WIMNET
simulator to use the AP-host links selected by the extended routingath algorithm.
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Chapter 7

Evaluation by Simulations

In this chapter, we evaluate the extended active AP selection algtthm and multiple GWs
through extensive simulations in multiple instances using the extend@VIMNET simulator.

7.1 Simulation Instances

7.1.1 Active AP Selection

For active AP selection's simulated instances, we adopt a grid topolpwhere 3 5 (N = 15)
APs are allocated with the same interval on a rectangular eld. ThiAP interval is xed

to 30m. The center AP is selected as the GW to the Internet. Any link can baterfered
with other links within 110m distance in an open space. We give the position of every AP
and host, and estimate the link speed between two nodes by usingtkq. (4.2). 100 hosts
are randomly allocated on the eld, uniformly forinstance 1 with the higher density on the
eld middle for instance 2 and with the higher density on the eld edge forinstance 3 The
fraction of the host density is 1 : 3.

7.1.2 Multiple Gateway

Figures 7.1-7.3 show three simulated topologies in our multiple GWs simtitms with the

150n 150m square eld, where a square represents an host, a circle does &, And a
rhombus does a GW (AP). 4 4 APs are allocated regularly with the 3f interval, and 50
hosts are randomly allocated on the entire eld uniformly inTopology 1 intensively on the
upper eld in Topology 2 and intensively on the lower eld in Topology 3 The number of
GWs is changed from 1 to 3. Speci cally, the AP at the left-bottom cmer is selected for
the rst GW. Then, its right AP is additionally selected for the secondGW, and its upper
AP is selected for the third GW. We note that we use the same topolgdor APs in these
instances, although the four APs in the rst row may not be neceasy in Topology 3

7.2 Simulation Results

Tables 7.1 to 7.3 show the number of active APs and the overall thrgbput before and
after applying the AP reactivation in the extended active AP selectio algorithm to evaluate
its e ectiveness when the minimum link speed for the routing patl§,ue is changed from
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10Mbps to 50Mbps. At Soue = 10Mbps, the link distance is about 8 from Figure 4.1.
This means that at least three active APs including the xed GW are neessary to cover all
the hosts in any instance, because the GW cannot cover the hostsboth sides of the eld.

Table 7.1: Simulation results forinstance 1

Before Reactivation After Reactivation
Sioute (Mbps) | # of Active Throughput # of Active Throughput

APs (Mbps) APs (Mbps)
5 4 31.3 3 29.3
10 4 31.3 3 29.3
20 5 32.2 3 29.4
30 6 32.0 6 32.0
40 8 31.4 7 30.0
50 8 26.9 8 26.9

From the results in these tables, we found the following facts:

1. The AP reactivation in the algorithm can further reduce the number of active APs
with the similar overall throughput.

2. The algorithm can minimize the number of active APs if a su ciently snall value is
adopted for the S;oyte -

3. The overall throughput is slightly changed even for the same ndorar of active APs
depending onS;gyte -
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Table 7.2: Simulation results forinstance 2

Before Reactivation After Reactivation
Sioute (Mbps) | # of Active Throughput # of Active Throughput

APs (Mbps) APs (Mbps)
5 4 31.4 3 30.2
10 4 31.4 3 30.7
20 5 32.8 3 30.8
30 5 31.7 6 30.6
40 7 30.8 7 30.8
50 9 30.0 9 30.0

Table 7.3: Simulation results forinstance 3

Before Reactivation After Reactivation
Soute (Mbps) | # of Active Throughput | # of Active Throughput

APs (Mbps) APs (Mbps)
5 4 31.4 3 245
10 4 31.4 3 29.7
20 5 32.4 3 29.6
30 5 32.3 3 29.1
40 7 30.0 7 30.0
50 8 27.0 8 27.0

If di erent values can properly be assigned t&;oue Of di erent links, the overall through-
put may be improved with the same number of active APs, becauseeghra c of a link
between APs is usually much higher than that of a link between an AP ana host. This
assignment ofS;oye for the further active AP minimization and the overall throughput
maximization will be in our future works.

Figures 7.4 to 7.6 illustrate the input network topology and the bestaution found by
the algorithm in terms of the number of active APs and the overall ttoughput for each
instance respectively. To show the connections between hostsdaactive APs, we used
di erent symbols to represent hosts connecting di erent APs, whre acrisscrossrepresents
a host connecting with the left AP, anx-mark does a host with the center AP, and driangle
does a host with the right AP. Because the center AP or GW does naeed communications
with other APs, the largest number of hosts are associated with it.

7.2.1 Results for Di erent Gateways

To further reduce the number of active APs, we investigate simulein results when the GW
is moved from the center AP to its neighbors. Tables 7.4 to 7.6 showemumber of active
APs and the overall throughput after applying the AP reactivationwhen the GW is moved
to the immediate left AP or the left lower AP of the original one. In anyinstance, when the
immediate left AP is selected as the GW, the number of active APs carelreduced to the
minimum of two, if Sioue IS properly assigned.
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Table 7.4: Simulation results forinstance 1
Immediate Left AP Left Lower AP
Sioute (Mbps) | # of Active Throughput # of Active Throughput
APs (Mbps) APs (Mbps)
5 2 27.2 3 20.3
10 2 27.2 3 22.6
20 5 29.1 5 25.6
30 5 28.9 6 23.3
Table 7.5: Simulation results forinstance 2
Immediate Left AP Left Lower AP
Sioute (Mbps) | # of Active Throughput # of Active Throughput
APs (Mbps) APs (Mbps)
5 2 28.8 3 26.1
10 3 29.5 4 27.1
20 4 30.5 4 27.0
30 5 30.2 5 25.4

7.2.2 Comparison with All Active AP Case

To evaluate the throughput performance of a solution by the algghm, we examine the
throughput when all of the 15 APs are activated for each of the tee GW positions in the
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Table 7.6: Simulation results forinstance 3

Immediate Left AP Left Lower AP
Sioute (Mbps) | # of Active Throughput # of Active Throughput
APs (Mbps) APs (Mbps)
5 3 25.4 3 24.2
10 2 25.3 3 25.6
20 4 26.0 4 27.2
30 5 22.7 4 27.0

three instances. Table 7.7 summarizes the overall throughput feach case. The comparison
with the previous results show that our algorithm can reduce the mber of active APs
drastically from 15 to 2 or 3 while maintaining the similar throughput. Ths fact con rms
the e ectiveness of the proposed algorithm.

Table 7.7: Throughputs for all active APs.

Gateway Position Center | Immediate Left Left Lower
(Mbps) (Mbps) (Mbps)
instance 1 32.9 30.9 27.2
instance 2 33.8 32.8 29.8
instance 3 32.7 29.7 29.8

7.2.3 Results for Host Mobility

To show the e ectiveness of the active AP selection algorithm undérost mobility, we in-
vestigate simulation results forinstance 1when the host locations and the host densities
are slightly di erent from the given topology. In these simulations, he network con gura-
tion of the active APs and the routing path is rst found by applying the algorithm to the
given topology and is xed. Then, each host location is randomly shé&t within a xed
distance (Im-10m) from the original location, or the number of hosts is reduced by axed
rate (10%-50%) by randomly selecting removed hosts.

Tables 7.8 and 7.9 show the throughput results for shifted host loians and reduced host
densities respectively. In any case, the overall throughput is ndiegraded from the original
case (28Mbps) in Table 7.1, although the network con guration is xed while the hos
locations/densities are changed. This indicates that the networkoa guration found by the
algorithm for full possible host locations is e ective for WIMNET. Theactive AP selection
algorithm should be performed when the topology of GW/AP locationsind possible host
locations is changed.

7.2.4 Results for Di erent AP Intervals

To examine the performance of the algorithm for di erent AP interals in the eld, we
additionally simulated instance 1with three AP intervals at 10m, 20m, and 40m. In any
interval, the GW is assigned at the center and the AP locations becarsymmetric in the
network eld, where we use the same host locations anBl, = 20Mbps. Table 7.10
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Table 7.8: Throughputs forinstance 1with shifted host locations.

Shift ( m) | Throughput ( Mbps)
1 29.2
2 29.5
3 29.6
5 29.4
10 27.0

Table 7.9: Throughputs forinstance 1with reduced host densities.

Reduce (%) | Throughput ( Mbps)
10 29.1
20 29.7
30 29.6
40 28.7
50 29.4

compares the number of active APs and the throughput betweerhé algorithm case and
the all active AP case. This table indicates that the throughput di @ence is small even if
the AP interval is changed. This reason can come from the fact théhe GW becomes the
bottleneck of whole communications where the total capacity of éhwireless links is limited.

Table 7.10: Throughputs forinstance 1with di erent AP intervals.

Algorithm All Active APs
AP Interval ( m) Throughput Throughput
# of APs (Mbps) # of APs (Mbps)
15 3 29.4 77 33.1
20 3 29.3 45 33.1
30 3 29.4 15 32.9
40 5 31.5 15 32.5

7.2.5 Results for Multiple Gateways

Tables 7.11-7.13 show simulation results for them with/without consefing the minimum
host throughput with the 30Mbps threshold respectively. The number of active APs by the
algorithm and the corresponding total throughput by the WIMNET simulator are summa-
rized. In each table, - indicates no result obtained by the algorithm due to constraints.
From these results, we obtain the following observations:

The total throughput is nearly proportional to the number of GWs

The minimum host throughput consideration can disturb the minimizaibn of active
APs.

The smaller number of active APs can improve the throughput in gena.

66



The smaller number of GWs can reduce the number of active APs if tmeinimum host
throughput is not considered, because a GW cannot be deactivdte

The throughput for Topology 3is best because the average distance between a GW
and a host is the smallest.

Table 7.11: Simulation results forTopology 1

Minimum Host 3GWs 2GWs 1GW
Throughput APs | Mbps | APs | Mbps | APs | Mbps
16 | 168.1| 16 | 1224 | 16 64.8
Yes 10 | 168.7 | 8 1339 | 11 68.3
9 161.4 | 7 133.7 - -
8 1794 | 6 135.1 - -
16 | 168.1 | 16 | 1224 | 16 64.8
10 | 168.7 | 8 1339 | 11 68.3
9 161.3| 7 133.7 | 10 68.1
NoO 8 1809 | 6 135.1| 9 68.5
7 194.4 - - 8 68.5
6 179.6 - - 7 68.4
- - - - 6 67.9
- - - - 5 68.1
Table 7.12: Simulation results forTopology 2
Minimum Host 3GWs 2GWs 1GW

Throughput APs | Mbps | APs | Mbps | APs | Mbps
16 1448 | 16 1055 | 16 58.4

Yes 10 | 122.0 7 109.3 | 11 62.1
- - 6 111.3 - -
16 | 1448 | 16 | 1055 | 16 58.4
10 | 122.0 7 109.3 | 11 62.1
9 122.0 6 111.3| 10 62.1
8 121.0 - - 9 62.1

No 7 128.7 - - 8 62.9
6 142.9 - - 7 62.8
- - - - 6 64.2
- - - - 5 63.1
- - - - 4 63.1

7.2.6 CPU Time Results

Table 7.14 compares the CPU time of the algorithm on Intel (R) Core {3770 (3.40 Ghz)
with Ubuntul12.04 Linux2.6.32 as virtual OS, when the plural AP deactation is adopted (=
yes) and is not (= no). This table indicates that this preprocessingan drastically reduce
the CPU time.
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Table 7.13: Simulation results forTopology 3

Minimum Host 3GWs 2GWs 1GW
Throughput APs | Mbps | APs | Mbps | APs | Mbps
16 | 197.1| 16 | 136.4| 16 66.3
Yes 6 2035 | 6 137.8| 6 68.8
5 1939 | 5 1394 | 5 68.9
- - - - 4 69.2
16 | 197.1| 16 | 136.4 | 16 66.3
NoO 6 2035 | 6 137.8| 6 68.8
5 1939 | 5 1394 | 5 68.9
- - - - 4 69.2
Table 7.14: Algorithm CPU time.
Topology Minimum Host 3GWs (sec) | 2GWs (sec) | 1GW (sec)
Throughput Yes No Yes No Yes | No
1 Yes 62.0| 76.3 | 12.2| 47.8 |56.4| 93.7
No 244 434 | 119| 485 |216| 354
5 Yes 429| 1477 | 8.6 | 425 |48.8| 75.8
No 241 516 | 88| 429 |215| 33.0
3 Yes 10.9| 46.1 |[11.6| 54.4 |10.7| 39.6
No 10.8| 46.1 |11.6| 53,5 |10.6| 39.3

7.3 Summary of Evaluations

To e ciently adopt the high-speed IEEE802.11n protocol by considring link speed changes
to the WIMNET, we had presented the extended active AP selectioalgorithm with ex-
tensions of the routing path algorithm and the WIMNET simulator. Besides, we consider
the multiple GWs, hop limitation multiple GWSs, and the minimum host throughput for
the IEEE802.11ac protocol. To reduce the computation time, we alsntroduced the plu-
ral AP deactivation procedure using the feature of this two-hop \WINET. We verify the

e ectiveness of our proposal through simulations in multiple topolags.
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Chapter 8

Conclusion

In this dissertation, we studied the extensions of the active AP seligon algorithm for wireless
mesh networks under practical conditions.

Firstly, we introduced related wireless network technologies includinthe IEEE 802.11n
protocol, the IEEE 802.11ac protocol, and the wireless mesh netkimg technology.

Secondly, we presented throughput measurements of the IEEE2Z11ac and IEEE 802.11n
protocols in various conditions using devices in three vendors. Froour measurement re-
sults, we generated an equation for the link speed estimation frorhe link distance, which
is used in the active AP selection algorithm and the WIMNET simulator.

Thirdly, we presented the extended active AP selection algorithm toonsider practical
conditions for real WIMNET. To reduce the computation time, we als introduced the plural
AP deactivation procedure using the feature of this two-hop WIMET. Besides, we extended
the WIMNET simulator.

Finally, we veri ed the e ectiveness of our proposal through extesive simulations using
the WIMNET simulator.

In future studies, we will study the proper assignment of the minimu link speed param-
eter that is critical for the active AP minimization and the overall throughput maximization,
the proper handling of dynamic tra ¢ changes, the further algorihm extension to di erent
hop limitations, and the system implementation for real networks.
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