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Abstract

Temporal expectation is the ability to focus attention to a future moment in time in order to reduce uncertainty about future events and optimize performance, which is fundamental survival skill to our life. In our daily environment, different sources can provide the relevant temporal information for us to generate temporal expectations, such as the regular rhythms (rhythmic expectations), symbolic cues (temporal orienting), and the probabilistic information associated with the passage of time (foreperiod effects). However, the neural mechanisms underlying these temporal expectations is not completely clear. Moreover, the distinction and relationship between different forms of temporal expectations is also unknown. Therefore, the aim of the present study was to clarify how our brain processes different types temporal information, and whether the processes will change with time scale.

First, to clarify whether different neural mechanisms exist in the temporal expectation driven by fast and slow rhythm. Direct comparison of fast rhythm manipulated according to a brief 500 ms inter-stimulus interval (ISI), and slow rhythm with a long 1700ms ISI, showed significantly greater activity of left middle frontal gyrus (MFG) and right insula, when temporal expectation driven by fast rhythm, but bilateral middle temporal gyrus (MTG), Superior frontal gyrus (SFG), left inferior temporal gyrus (ITG), and right caudate were more active when temporal expectation driven by slow rhythm. Revealed distinct neural mechanisms of fast and slow rhythmic temporal expectations.

Secondly, to investigate the effect of ISI length on temporal expectancy profiles (TEPs) for rhythm-based temporal expectation. A rhythm-based temporal expectation task with three lengths of ISI (500 ms, 1500 ms, 2500 ms) was conducted to examine
the TEPs in the rhythmic temporal information processing. The results observed U-shaped TEPs with the reaction time decreasing to a minimum value at the expected moment before subsequently increasing again, and these TEPs were asymmetrical during millisecond time range, indicating that although regular rhythm priority generated a temporal expectation effect, the temporal expectations can be further updated by the passage of time, known as the hazard function. Additionally, the asymmetry gradually diminished as ISI increased, which suggested that, the effect of hazard function seemed to be attenuated with increasing ISI, when the participants perceive the target appear as unlikely as time passed, they disengaged their attention and tend to relax their preparation for the later foreperiod.

Thirdly, to further clarify whether temporal expectations driven by rhythmic cues differ from that driven by symbolic cues across millisecond and second timescales, we directly compared rhythmic and symbolic cued temporal expectation by means of a single experiment design. The results showed larger cueing effects for the rhythmic compared with symbolic cues. However, such difference was diminished as the time interval increased. The current study suggests that the distinction between the two forms of temporal expectation only exists in limited time range, as increased timescales, the mechanisms underlying the temporal expectations driven by rhythmic and symbolic cues likely to approach similar.

Lastly, just as we observed asymmetric TEPs in the second and third studies, supposed that although rhythm or symbolic cues priority generated a temporal expectation effect, the temporal expectation can be further updated by the passage of time. To further clarify how these temporal informations related to each other, the event-related potential (ERP) was performed to investigate whether temporal expectation driven by symbolic cues and the passage of time can work in parallel and have
distinguishable neural signature. Electrophysiological results showed evidence of two
dissociable temporal expectation processes, as the two forms of temporal expectation
seem to affect different stages of stimulus processing, a linear foreperiod effect was
observed affect processing earlier than the expectation based on symbolic cues with a
U-shaped pattern. Particularly, the current study provides the first evidence that
temporal expectation driven by symbolic cues and passage of time can work in parallel
with distinguishable neural signatures.

According to the current studies that examined the neural mechanisms underlying
three kinds of temporal expectation across millisecond to second time scale limited to
young adults, future studies will focus on development trajectory of temporal
expectation across the life span to uncover the neural mechanism underlying different
types of temporal expectations. Additionally, another important challenge is to extent
to special populations (e.g. patients with Mild cognitive impairment, and Alzheimer's
disease) to provide important basis for the early clinical detection and rehabilitation of
special brain disease.
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Chapter 1 Introduction

1.1 Temporal expectation

Temporal expectation refers to the process of focusing resources on a specific moment in time in order to boost the responding to sensory events. The ability to generate temporal expectation is fundamental to our survival since it allows us to reduce uncertainty about the future and to optimize our performance. For example, crossing a busy street at the rush hour, deciding whether we should accelerate or have a break when our car arrives at an amber traffic light are just two among thousands of daily situations in which a uncorrect expectation may threaten our survival. Common experience informs us that directing attention on the predicted moment will lead to faster responses than if our mind is occupied elsewhere.

Temporal expectation is a rather broad concept, which contains multiple kinds of attention preparation in time. Temporal expectation can rely on different types of temporal information provided by the environment to prepare and respond at an optimal moment. Such as regular rhythms, symbolic cues and the passage of time.

1.1.1 Temporal expectation driven by the rhythm

When we perceive a rhythm, we are able to predict incoming event on the basis of the temporal structure given by the first few stimuli. Being exposed to a temporally regular environment, repetitive isochronous sequence of stimuli, such as flashing of a turning signal, ticking of a clock, we will expect the pattern to be continue and may thus expect the next flashing of the light or the next tick of the clock. When participants experience a temporal rhythmic and regularity of a sensory input, the participants themselves can spontaneously adapt behavior to the temporal structure. Therefore, the rhythmic temporal structure allows them to create a temporal template of the repeated
non-random interval, which can be used to anticipate the likely moment for the next event occur.

Rhythmic contexts have been related to entrainment model. Attending is assumed as inherently oscillatory, anticipatory attending involves an engagement of internal oscillatory periods with the time interval of an isochronous sequence, whereas reactive attending involves phase alignments at stimulus onsets [1-4]. Figure 1.1 shows an oscillator adjusting to these aspects of an isochronous rhythm and targeting an attentional pulse to future onsets. The pulse constitutes an attentional focus in time, with varies in location and width as a function of temporal regularities; its location realizes an expectancy for a point in time, its width realizes a concentration of attending energy around that point. As shown, a wider attentional focus corresponds to a flatter expectancy profile, leading to a lower accuracy in judging temporal expected stimulus within the focus. In contrast, a narrower attentional focus corresponds to a shaper expectancy profile, which leads to a more precise attentional targeting in time and higher accuracy at rhythmically expected stimuli. This model implies that temporal expectancies can be stimulus-driven.

Performance accuracy was better when the target was presented in phase compared to out of phase with the preceding rhythm [5-7]. Similarly, response times have also been found to be improved when the stimuli appearing at the expected moment compared to an asynchronous rhythm using both auditory and visual stimuli [8-14]. Several neural correlates were revealed by the electrophysiological measurements of brain activity for temporal expectations driven by rhythmic contexts. In post-target activity, when the target occurred at the expected moment, it was found the modulation of several ERPs related to both early sensory processing (attenuated N1 component) and late stimulus evaluation (enhanced N2 component and earlier P3 component) [9, 15].
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An Entrainment Model

Figure 1.1. Schematic of entrainment model. Attending oscillator driven by an isochronous rhythm with fixed onset-to-onset time interval between stimuli. Both the period and the phase of an internal oscillator adjust to synchronize with successive stimulus onsets. The insert illustrates two attentional focus (pulse) widths: narrow (solid lines) and wide (dashes lines). Attentional energy is greatest at on-time expected moment.

1.1.2 Temporal expectation driven by the symbolic cues.

When predictive temporal information about when an event onset is given to participants by symbolic cues, based on learned temporal associations, which can be used to direct attention toward particular point in time, respond at the optimal expected time. For example, when a traffic light turns to amber, we can use the amber light predict when it is likely to turns red, allowing us to adjust driving behaviour, whether to brake or race through. In this situation, Color acts as an informative symbolic cue. This daily scenario can be defined as temporal orienting effect.
Figure 1.2. Schematic of interval model with clock, memory and decision stage. The clock stage involves a pacemaker emits continuous stream of pulses; stimulus trigger the closing and opening of a switch let the pulses gates in to an accumulator. The number of pulses switch serves as a duration code maintained in the working memory and transferred to a reference memory. Then, a comparison between the current code and a remembered standard code decide the response.

Temporal expectation driven by the symbolic cue have been related to interval model composed three-process stage (see Figure 1.2). During the clock stage, at the onset of a to-be timed event, a neural pacemaker emits a continuous stream of pulses. Stimulus trigger the closing of the switch allowing pulses gated into an accumulator marking the beginning of a time interval; Stimulus trigger the switch open making the ending of a time interval. Then, the number or count of the pulses between closing and opening switch, gated into the accumulator of serves as a duration code of the interval. During the next memory stage, the code of the duration for each interval are maintained in the working memory, then transferred to a more permanent reference memory. At last, at a decision stage, an updated comparison code is generated relative to a remembered
standard code, when the current duration code reaches the temporal criterion, “time is up” and the currently timed interval is expected to end [16-20]. Thus, this processing reflected as enhanced performance (higher accuracy / faster reaction time) [21-23]. Neuropsychological research revealed that the mechanism of such temporal expectation, controlled, voluntary in nature, depends on the right frontal cortex [24].

1.1.3 Temporal expectation driven by the passage of time.

Even in the absence of temporal cues providing temporal information about upcoming events, temporal expectation can be deployed over time by flow of time itself. As time is experienced as a unidirectional dimension, the unidirectionality of “time’s arrow”, the passage of time itself carries predictive temporal information.

A classic example is the well-known variable foreperiod effect (FP). Foreperiod is the interval between a warning stimulus and an imperative stimulus (target). In order to illustrate, imaging waiting for a bus at station. The probability of the bus appearing as soon as you arrive at the bus stop is very low, but the probability of the bus appearance will increase as long as you wait for it. The longer you wait, the more your expectation grows. The phenomenon underlying such experience is known as the hazard function, which defined as the increasing conditional probability over time that an event will appear, given that it has not already appeared [25-27].

When foreperiod with different duration randomly presented trial by trial with the same a prior probability of appearance, the reaction time for target decreased with increasing foreperiods [25, 28-30]. The foreperiod effect has been mainly explained conditionally and intrinsically biases target predictability [27, 31-34]. The deficit in the temporal expectation driven by passage of time has been related to either left and right frontal lesion [24, 35, 36]. Transcranial Magnetic Stimulation, fMRI data further indicate that right lateral prefrontal cortex is integral in harnessing the temporal
expectation driven by passage of time in order to improve performance [23, 37-39]

1.2 Related studies on temporal expectation

Different sources of temporal information can be used to predict the likely moment of the upcoming event onset, so as to optimize perceptual and motor performance [5, 25, 40, 41], such as regular rhythm, symbolic cues and the passage of time. However, the interrelationship between different forms of temporal expectations still under debated.

Rhythmic temporal expectation has been dissociated from symbolic cued temporal expectation in behavioural and electrophysiological studies [21, 22, 42, 43], as well as in neuropsychological studies, where rhythmic temporal expectation was not impaired after frontal lesion [24, 36, 44]. Rhythmic expectations has been suggest involved automatic temporal expectations, as the rhythm can generate temporal expectation in a bottom-up manner [5, 43]. Symbolic cued temporal expectation has been suggest involved controlled temporal expectations [35]. However, rhythmic temporal expectation also has been suggested may require integration of both automatic and controlled processes [45]. Thus, whether distinct mechanisms underlying temporal expectation driven by rhythm and symbolic cues still unclear.

Temporal expectation driven by symbolic cues and passage of time have been related to the proper functioning of frontal structures, suggested these two forms of temporal expectation rely on more evolved mechanisms, controlled and voluntary in nature, and based on top-down processing of time information [22]. Whereas, also other studies suggested distinguished pattern, as temporal expectations established by symbolic cues activated left inferior and superior parietal cortices, temporal expectation driven by the passage of time activated right inferior cortex. Thus, the relationship between temporal expectation driven by symbolic cues and passage of time has not been clearly established.
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Differential effects of various drugs on millisecond vs second range timing have supported that millisecond vs second range timing are distinct processes [46], which can be differentiated not only physiologically [47] neuroanatomically [48] and also pharmacologically. Therefore, whether the neural mechanisms underlying these temporal expectations, and the relationship between them will change with timescales still unclear.

1.3 Functional magnetic resonance imaging (fMRI)

Functional magnetic resonance imaging or functional MRI (fMRI) measures brain activity by detecting changes associated with blood flow. This technique relies on the fact that cerebral blood flow and neuronal activation are coupled. When an area of the brain is in use, blood flow to that region also increases. One drawback with fMRI is the temporal resolution. As it takes several seconds for the blood flow to change, and the actual recording is limited by computational factors, the data collection is slowed down.

1.4 Event-related potentials (ERPs)

Event-related brain potentials are scalp voltage fluctuations resulting from electrical activity of cortical neural populations involved in the processing of sensory, cognitive or motor events. Which is non-invasive method of measuring brain activity during cognitive processing. Given their high temporal resolution, are useful for tracking ongoing cognitive processes. The transient electric potential shifts (so-called ERP components) are time-locked to the stimulus onset with the present trigger to marking the onset time. Each component reflects brain activation associated with one or more mental operations. Contrasting with behavioral measures such as response times, ERPs are characterized by simultaneous multi-dimensional online measures of polarity (negative or positive potentials), amplitude, latency, and scalp distribution. Therefore, ERPs can be used to identify and distinguish neural and psychological sub-processes
involved in perceptual, motor, or cognitive tasks.

1.5 The purpose of the present dissertation

The main aim of this present thesis was to clarify how our brain processing different types temporal information, whether the processes will change with increased time scale. Moreover, whether distinct mechanisms underlying exist in temporal expectation driven by regular rhythms and symbolic cues, and whether temporal expectation driven by symbolic cues and the passage of time can work in parallel and have distinguishable neural signatures.

1.6 The contents of the dissertation

In chapter 1, the concept, related previous studies on three forms of temporal expectations on a millisecond to second time scale, and the theory of functional magnetic resonance imaging (fMRI) and event-related potential (ERP) were introduced. Meanwhile, the purpose and contents of this thesis were briefly described.

In chapter 2, we examined how the brain processing rhythmic temporal information by fMRI, and further investigated the different neural mechanisms underlying temporal expectation driven by fast and slow rhythm according to a brief or longer inter-stimulus interval (ISI).

In chapter 3, whether U-shaped temporal expectancy profiles (TEPs) existed in rhythm-based temporal expectation were examined, and the effect of ISI length on TEPs was further evaluated.

In chapter 4, we investigated the different behavioural benefit between temporal expectation driven by rhythmic and symbolic cues, by directly compared the two forms of temporal expectations by means of a single design. Furthermore, we assessed whether the distinction between the two forms of temporal expectation change with time scale.
In chapter 5, how the brain processing temporal information provide by symbolic cues and passage of time were examined by ERP, and whether the two forms of temporal expectation can work in parallel and have distinguishable neural signatures were further investigated.

In chapter 6, general conclusion based on the four experiments and the future challenges were presented.
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Summary

Timing can be referred to not only how long an event lasts (duration estimation) but also when an event occurs (temporal expectation). Several neuroimaging studies have proposed two dissociable mechanisms for estimation brief and longer interval durations. However, whether different neural mechanisms exist in the temporal expectation driven by fast and slow rhythm, still unclear. Direct comparison of fast rhythm manipulated according to a brief 500 ms inter-stimulus interval (ISI), and slow rhythm with a long 1700ms ISI, revealed that significantly greater activity of left middle frontal gyrus (MFG) and right insula, when temporal expectation driven by fast rhythm, but bilateral middle temporal gyrus (MTG), Superior frontal gyrus (SFG) and the left inferior temporal gyrus (ITG), right caudate were more active when temporal expectation driven by slow rhythm. Therefore, this research suggested distinct neural substrates for fast and slow rhythm based temporal expectations.

2.1 Background

Temporal expectation is critical to our survival since it allows us to selectively orient our attention in time in order to reduce uncertainty about the future and to optimize our behaviour. Deciding whether to stop or to accelerate when our car arrives at an amber traffic light or crossing a busy street, are just two parts per thousand of daily situations in which a bad temporal prediction of the correct time will threaten our survival.

In the laboratory, as in the real-world “Timing” can be referred to not only when an
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event occurs but also how long an event last. From the online Merriam-Webster English dictionary, one of the two distinct definition for the word “timing” is “The ability to select the precise moment for doing something for optimum effect (temporal expectation)”. Here, the critical arguments are when best to act. The other definition is “observation and recording (as by a stopwatch) of the elapsed time of an act, action, or process”. Here, the critical arguments are how long an event lasts (duration estimation).

Distinct Timing Hypothesis has been supported by several studies for discrimination of extremely brief and longer interval, which two dissociable mechanisms were proposed for the durations estimation in the sub-second and second time range, respectively [49]. The first study proposed this hypothesis assumed that durations less than approximately 300ms can be directly perceived, whereas longer durations need higher mental processes (Münsterberg 1889). Similarly, Michon (1985) suggested that temporal processing of brief intervals shorter than approximately 500ms is “of a fast, highly perceptual nature and not accessible to cognitive control”, whereas for longer intervals is cognitively mediated [50]. Several studies employing a temporal discrimination task suggested that temporal processing of extremely brief intervals can be regarded as sensory-automatic system in nature and beyond cognitive control, while temporal processing of longer intervals demands higher-order cognitive system [51, 52]. Moreover, different brain areas have been suggested linked with the ability to estimate brief and long intervals. The bilateral anterior cerebellum was connected with brief interval, the right IPL was linked with longer duration estimation, in line with the idea that the capacity of attention and working memory support temporal discrimination in supra-second range [53]. However, whether different neural mechanisms exist in the temporal expectation driven by fast and slow rhythm, still unclear. Thus, in the current study, we compared fast rhythm manipulated according to a brief 500 ms inter-stimulus
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interval (ISI), and slow rhythm with a long 1700ms ms ISI, to investigate the neural mechanisms underlying fast and slow rhythm processing in temporal expectation.

2.2 Methods

2.2.1 Participants

20 healthy right-handed students participated in the behavioral experiment (15 males, 5 females; aged 21-29 years). Twenty healthy right-handed male participants took part in the fMRI experiment (aged 21-26 years). As the problems of our fMRI equipment, we failed of obtain all the behavioral data, for solving this, we added 20 participants for doing the behavioral experiment again. Because our fMRI data was analyzed by random effects model, our results have the generalization. All the participants with normal vision and none of them had a history of neurological or psychiatric dysfunction. The study was approved by the local research ethics committee in accordance with the declaration of Helsinki, and all participants gave their written informed consent.

2.2.2 Stimuli

Visual stimuli were generated on a personal computer and presented to the participants via a custom-built magnet-compatible video system during MR scanning. Stimuli were presented from Presentation 0.61. The stimulus was a circle designed as a dial with a hand located at the 12 o’clock position. Diameter of the circle was made with 15 degrees of angle of view from the centre of visual field with a fixation point of a cross. Constitute one stimulus, the hands at the 12 o’clock position turned to wider for 100ms, and then returned to quondam width for 100ms, the presentation time from first change of width to 5th lasts 900ms (5 times on and 4 times off), formed a flashing stimulus.

2.2.3 Procedure

A schematic of the tasks is showed in Figure 2.1. Started with the presentation of the
flashing stimulus for 900ms (5 times wider and 4 times quondam). At the stimulus offset, the hand of the dial keeps still. Then, after a 500ms (fast) or a 1700ms (slow) inter-stimulus interval (ISI), the next stimulus starts to flash. Participants then made a speeded button press to the appearance of the flashing stimulus. They were told to make use of the temporal information carried by the ISI to predict when the stimulus starts to flash so as to respond to it as quickly as possible. A blocked design was used for the present experiment. In addition, tapping trial was designed as a baseline, in which participants just need to press the left and right button of the mouse alternately, when the word “task” appeared on the screen, then had a pause when a word “rest” appeared.

**Figure 2.1 Schematic of the task.** Flashing stimulus was presented for 900ms. Followed by 500ms or a 1700ms inter-stimulus interval (ISI), then the next stimulus starts to flash. Participants were instructed to respond to the onset of the stimulus as quickly as possible. Reaction time (RT) refers to the time between onset of flashing stimulus and the motor response.

2.2.4 fMRI scanning.

Images were acquired using a 3-T Siemens scanner vision whole-body MRI system to measure the brain activation with a head coil. The imaging area consisted of 32 functional gradient-echo planar imaging (EPI) axial slices (voxel size 3×3×4 mm,
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TR=4000 ms, TE=50 ms, FA=90°, 128×128 matrix) that were used to obtain T2*-weighted fMRI images in the axial plane. For each participant, we obtained 124 functional volumes.

2.2.5 Data Analysis

Behavioral data

Reaction time (RT) in the temporal expectation task refers to the time between onset of flashing stimulus and the motor respond. Then, we performed paired t tests to compare the fast (500ms) and slow (1700ms) rhythmic task.

fMRI data

SPM-Dicom import was used to convert the DICOM files to NIFTI files. The first four functional images were dumped because of the changeful contrast of image. Data preprocessing and statistical analyses were performed with the Statistical Parametric Mapping computer package (SPM8; Wellcome Department of Cognitive Neurology, London) implemented in MATLAB (The Math Works). All the volumes were spatially realigned to the first volume of the first-time series. There are sixteen participants whose movement parameters generated during spatial realignment less than 2mm. Realigned images were normalized using the standard EPI template in the Montreal Neurological Institute (MNI) reference brain coordinate space and re-sampled into 2×2×2mm voxels. Normalized images were smoothed by an isotropic 8 mm FWHM (full-width half maximum) Gaussian kernel.

Statistical analysis was performed into two stages of a mixed-effects model. In the first-level analysis, the BOLD response was modeled by a canonical hemodynamic response function (HRF) as the neural activity convolved with to yield regressors in a general linear model (GLM) for each condition. The time series in each voxel were high-pass filtered to remove low-frequency noise and then scaled within session to a
grand mean of 128. AR (1) (first-order autoregressive) model, in which the temporal autocorrelation was estimated by pooling over suprathreshold voxels [15] was accommodated the Nonsphericity of the error covariance.

The sixteen subjects’ contrast images of the first-level analysis were then used for the second-level group statistics. For identifying the whole brain activation for time expectations, ANOVA (one-way repeated measure analysis of variance) was used to examine average positive and negative activations of the 2 conditions when compared to each other. Only effects surviving an uncorrected threshold of p < 0.005 and including 50 or more contiguous voxels were interpreted for the average activation.

2.3 Results

2.3.1 Behavioral Data

Showed in Figure 2.2, mean RT for the fast rhythm was 253.8ms, for the slow rhythm was 269.3ms. The RT for fast rhythm seems faster than the slow rhythm condition. However, pair-wise comparisons of statistical analysis showed no significant difference.

![Figure 2.2](image)

*Figure 2.2. Mean RT for temporal expectation driven by fast and slow rhythm. Error bars represent the standard error of the mean.*
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Table 2.1. Brain regions differentially activated by the 500ms versus 1700ms ISI condition. Activations are significant at $P<0.005$ uncorrected.

<table>
<thead>
<tr>
<th>Cluster Size (voxels)</th>
<th>Anatomy Region</th>
<th>Z score</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>220</td>
<td>Insula (R)</td>
<td>3.7</td>
<td>38</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.6</td>
<td>32</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>101</td>
<td>Middle Frontal Gyrus (L)</td>
<td>3.3</td>
<td>-34</td>
<td>48</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-42</td>
<td>40</td>
<td>28</td>
</tr>
</tbody>
</table>

Figure 2.3. 500ms versus 1700ms ISI condition. Temporal expectation driven by fast rhythm with 500ms ISI preferentially activated several regions of right insula and left middle frontal gyrus (MFG). Effects are thresholded at $P<0.005$ (uncorrected).
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2.3.2 fMRI Data

We first examined the activation which was better associated with the fast rhythm compared with the slow rhythm condition. To restrict this analysis to the regions constituting the temporal expectation network revealed by the comparison of the fast with the slow trials, we used this former condition as an inclusive mask. By comparing the ([500ms condition-1700ms condition] masked by [500ms condition]), significantly activated the right hemisphere Insula and left middle frontal gyrus (MFG) (Figure 2.3; Table 2.1).

Table 2.2. Brain regions differentially activated by the 1700ms versus 500ms ISI condition. Activations are significant at \( P<0.005 \) uncorrected.

<table>
<thead>
<tr>
<th>Cluster Size (voxels)</th>
<th>Anatomy Region</th>
<th>Z score</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>276</td>
<td>Superior Frontal Gyrus (R)</td>
<td>5.1</td>
<td>18</td>
<td>36</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2</td>
<td>24</td>
<td>22</td>
<td>66</td>
</tr>
<tr>
<td>257</td>
<td>Caudate (R)</td>
<td>4.3</td>
<td>18</td>
<td>-42</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.4</td>
<td>22</td>
<td>-30</td>
<td>24</td>
</tr>
<tr>
<td>268</td>
<td>Superior Frontal Gyrus (L)</td>
<td>4.1</td>
<td>-28</td>
<td>26</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.7</td>
<td>-4</td>
<td>36</td>
<td>62</td>
</tr>
<tr>
<td>58</td>
<td>Inferior Temporal Gyrus (L)</td>
<td>3.6</td>
<td>-56</td>
<td>-4</td>
<td>-16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>-50</td>
<td>-10</td>
<td>-22</td>
</tr>
<tr>
<td>182</td>
<td>Middle Temporal Gyrus (R)</td>
<td>3.5</td>
<td>50</td>
<td>-64</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>48</td>
<td>-52</td>
<td>24</td>
</tr>
<tr>
<td>68</td>
<td>Middle Temporal Gyrus (L)</td>
<td>3.2</td>
<td>-44</td>
<td>-66</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.9</td>
<td>-44</td>
<td>-72</td>
<td>36</td>
</tr>
</tbody>
</table>
Second, we examined the activation which was better associated with the slow rhythm compared with the fast rhythm. To restrict this analysis to the regions constituting the temporal expectation network revealed by the comparison of the slow with the fast trials, we used this former condition as an inclusive mask. By comparing the ([1700ms condition-500ms condition] masked by [1700ms condition]), significantly activated the bilateral middle temporal gyrus (MTG), Superior frontal gyrus (SFG), left inferior temporal gyrus (ITG) and right caudate (Figure 2.4; Table 2.2).

Figure 2.4. 1700ms versus 500ms ISI condition. Temporal expectation driven by slow rhythm with 1700ms ISI preferentially activated several regions of bilateral middle temporal gyrus (MTG), Superior frontal gyrus (SFG), left inferior temporal gyrus (ITG) and right caudate. Effects are thresholded at $P<0.005$ (uncorrected).
2.4 Discussion

The role of insula in the fast rhythm-based temporal expectation (Figure 2.3). Insula has been suggested to be the essential for time perception. Previous studies have shown activation in posterior and middle insula during the reproduction of time durations of visual and auditory stimuli, suggested the role of the insula in time perception [54, 55]. Note, however, that the use of time for implicit prediction (temporal expectation) and for the explicit estimation or reproduction of time intervals (time perception) does not necessarily involve the same functions and neural structures [56]. The engagement of the insula during fast rhythm-based temporal prediction is consistent with previous studies on time perception and extent the implying that the insula can also role in forming temporal expectation. Additionally, insula has also be suggested role in the time keeping [57]. As well known that successful temporal prediction requires accurate timekeeping (supported by temporal difference reward learning) as well as vigilance, attention and working memory. This finding supported the accumulation function of the insula, which assumes that our sense of time reflects the accumulation of physiological changes in body states.

Several neuroimaging studies demonstrated a network which is often known as the salience network (SN) consisting of the left anterior insula (lAI), right anterior insula (rAI) and dorsal anterior cingulate cortex (dACC) is activated in sensory stimulus-guided goal-directed behaviors. This network plays a crucial role in integrating sensory stimuli to implement and maintain task sets [58], to initiate cognitive control [59], and to coordinate behavioral responses [59]. Craig (2002) assumes that signals received in the dorsal posterior insula which is the primary sensory area for visceral, signals, are processed in a posterior-to-anterior progression and then cumulates in the anterior insula, which is associated with the visceral states and awareness of emotional. Thus,
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the insula was suggested sequentially integrates body states and internal autonomic responses with motivational and cognitive conditions, the former being instantiated by distributed neural processes across the brain. There are some studies showed the posterior insula to be a key neural substrate for the encoding of duration of multiple seconds [60]. It is remarkable that in the encoding phase of the task no explicit motor or other verbal response related to time is required. Only in the prediction phase a motor response has to be given, a stronger awareness of actual duration was potentially requiring, which is associated with anterior insula activation. Thus, the build-up of a representation of duration in the posterior insula during the encoding phase (not necessarily leading to an explicit account of time) is followed by activation of the anterior insula, inferior and medial frontal regions in the prediction phase where an explicit action is made.

The role of superior frontal gyrus (SFG) in the slow rhythm-based temporal expectation (Figure 2.4). SFG is thought to contribute to higher cognitive functions and particularly to working memory, which suggested by a study found that patients with a superior frontal gyrus lesion were globally impaired in working memory tasks. Taken in conjunction with the fact that the impairment was still present months to years after the removal of the lesioned area, indicated that the working memory is a key component of the working memory network [61]. In addition, the SFG was significantly associated with the down-regulation of both, arousal, and valence self-reports. This was confirmed by the regional VBM analysis, were right SFG regions showed significant positive correlations with reappraisal ability.

It was noteworthy that the caudate nucleus showed greater activation for the long than short inter-stimulus interval prediction. Evidence that the striatum is a likely candidate for sub serving time coding in temporal discrimination tasks has been
provided by pharmacological and lesion studies in animals [62]. Neuropsychological studies in patients with Parkinson’s disease [63, 64] also indicate that the striatum plays an important role in interval timing. Thus, they found that patients in these studies were impaired in their ability to estimate time intervals, who had decreased striatal functioning due to dopaminergic depletion. Moreover, Matell et al. 2003, using recordings of cortical and striatal ensembles in rats, suggested that the encoding of specific durations in neurons’ firing rate, which may image the output of clock mechanisms. Our results, showing an additional activation in the caudate nucleus for the long inter-stimulus interval prediction, are in line with this assumption and support the same mechanism in humans.

2.5 Conclusion

Directly compared the temporal expectation driven by fast and slow rhythm in fMRI. We observed significantly greater activity of left middle frontal gyrus (MFG) and right insula, when temporal expectation driven by fast rhythm, but bilateral middle temporal gyrus (MTG), Superior frontal gyrus (SFG) and the left inferior temporal gyrus (ITG), right caudate were more active when temporal expectation driven by slow rhythm. Overall, this research revealed distinct neural substrates for temporal expectation driven by fast and slow rhythm.
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Summary

Rhythms have been proposed to entrain the periodic fluctuations in attention to optimize perceptual processing. Previous studies have reported that time estimation accuracy declines systematically as the standard interval differs from the rhythmic context rate, creating an inverted U-shaped temporal expectancy profile (TEP) in explicit duration estimation tasks; however, evidence for TEPs are limited in implicit temporal expectation tasks. In addition, whether the length of the interstimulus interval (ISI) between each rhythmic stimulus affects rhythm-based temporal expectation processing remains unexplored. In the current study, we verified U-shaped TEPs for the rhythmic temporal expectation task. These TEPs were asymmetrical during the 500 ms and 1500 ms ISI and gradually became symmetrical during the 2500 ms ISI condition, indicating that although regular rhythm priority generated a temporal expectation effect, the temporal expectations can be further updated by the passage of time. Additionally, reaction times were progressively slower with increased ISI, which suggests that the rhythm perceived is limited; as the ISI increases, the rhythmic organization tends to collapse, resulting in less stable synchronization performance.

3.1 Background

Being exposed to a temporally regular environment, repetitive isochronous sequence, such as ticking of a clock, flashing of a turning signal, we will expect the pattern to be continue and may thus expect the next tick of the clock or the next flashing of the light.
When we perceive a rhythm, we are able to predict incoming event on the basis of the temporal structure given by the first few rhythmic stimuli.

Rhythmic contexts have been related to entrainment model. Attending is assumed as inherently oscillatory; anticipatory attending involves an engagement of internal oscillatory periods with the time interval of an isochronous sequence, whereas reactive attending involves phase alignments at stimulus onsets [1]. Several lines of research have reported that time estimation accuracy peaks when stimulus onset occurs at an expected point of time, declined systematically as a standard interval differed from a context rate, generating an inverted U-shaped temporal expectancy profile (TEP). Whereas, evidence for TEPs have only been proved exist in duration estimation tasks, but are limited in temporal expectation tasks [5, 41, 65].

Timing can be measured explicitly by duration estimate task, which elapsed time of sensory event or a motor act require to be registered and measured overtly [66, 67]. In the explicit task, participants are instructed they must learn a reference duration, then compare this duration with probe durations (shorter, equal or longer). Timing can also be measured implicitly by temporal expectation tasks, here, accurate timing facilitates the sensorimotor task goal, which is to process the event as quickly as possible [68]. In such condition, RT is the critical measure. Timing is required both for explicitly estimating the duration of a currently unfolding event, or implicitly predicting when a future event is likely to occur. Moreover, several studies have suggested a divergence in the way the two forms of temporal representation are ultimately translated into behaviour [69-71]. Additionally, the scalp distribution of implicit timing and explicit timing has also been proved neuroanatomically distinct [72-74], the results of functional neuroimaging studies further confirmed this neuroanatomical distinction, in which explicit timing activates right-lateralised fronto-striatal network [56, 75], implicit timing activates a predominantly left-sided inferior parietal cortex [40, 56, 76].
Therefore, it remains currently unclear whether the inverted U-shaped TEPs observed in explicit duration estimate task, can also exist for the implicit temporal expectation task. Moreover, as millisecond vs second range timing have been suggested distinct processes [67], which can be differentiated not only physiologically [47] neuroanatomically [48] and also pharmacologically. Thus, whether the length of interstimulus interval (ISI) between each rhythmic stimulus affect the rhythm-based temporal expectation processing, remains unexplored.

3.2 Methods

3.2.1 Participants

A total of 15 right-handed volunteer participants (14 males and 1 females) mean age of 23 years from the Okayama University participated in the study. All participants had no record of psychiatric disorders and had normal or corrected-to-normal vision. The study was approved by the institutional ethics committee, and all participants gave written informed consent before being enrolled.

3.2.2 Stimuli

We used Presentation 0.61 software to present stimulus and record behavioural data. Each trial included a fixation point, an isochronous sequence of rhythmic stimuli and a target, all the stimuli were presented at the centre of a 17-in monitor over a grey background (RGB=180,180,180), with a resolution of 1280*720 pixel. The fixation point was a black “+” symbol (0.6°× 0.6° of visual angle at a viewing distance of 90cm). The rhythmic stimulus was gray circle (diameter = 1.2°; RGB = 100,100,100), expect for the last one turned white (diameter = 1.2°) to warn about the impending target. The target was a black circle (diameter=1.2°).
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Figure 3.1. Each trail started with a fixation point, followed by rhythmic stimuli which consisted of five, six, or seven gray stimuli, each 100ms in duration, and presented with 500ms, 1500ms, or 2500ms inter-stimulus interval (ISI). The last rhythmic stimulus turned to white circle served as a warning signal, marked the beginning of the preparatory interval (foreperiod). A black circle target appeared for 300ms after a variable foreperiod followed the rhythmic stimuli, participants were instructed to respond as quickly as possible while avoiding anticipation by pressing the left button with their index fingers.

3.2.3 Procedure

Participants were seated comfortably in a quiet room, with their head fixed by a chin, about 90cm from the center of the monitor. A schematic of the tasks is showed in Figure 3.1. Each trial started with a fixation point for 500ms. Followed by an isochronous sequence consisted of 5/6/7 rhythmic gray circle stimuli appeared for 100ms and
disappeared 500 ms, 1500 ms or 2500ms changed from trial to trial (depending on the ISI condition; see table in Figure 3.1). All the rhythmic stimuli were gray circle, except the final one was a white circle act as a warning stimulus marked the beginning of the preparatory foreperiod (the interval between a warning stimulus and a target). The different number of rhythmic stimuli was designed to prevent the white circle being fully predictable. Following the rhythmic stimuli, a black circle target appeared for 300ms after a variable foreperiod (described below, also see the table in Figure 3.1), participants were instructed to respond as quickly as possible while avoiding anticipation by pressing the left button with their index fingers. A random inter-trial interval of 1500-3500 ms was included.

Table 3.1. Mean RT for each ISI (500 ms, 1500 ms, 2500 ms) and foreperiod (very early, early, expected, late, and very late).

<table>
<thead>
<tr>
<th></th>
<th>500 (ms)</th>
<th>1500 (ms)</th>
<th>2500 (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very early</td>
<td>333 (12)</td>
<td>376 (14)</td>
<td>374 (15)</td>
</tr>
<tr>
<td>Early</td>
<td>272 (11)</td>
<td>300 (10)</td>
<td>290 (10)</td>
</tr>
<tr>
<td>Expected</td>
<td>244 (8)</td>
<td>259 (9)</td>
<td>272 (9)</td>
</tr>
<tr>
<td>Late</td>
<td>263 (13)</td>
<td>268 (11)</td>
<td>308 (12)</td>
</tr>
<tr>
<td>Very late</td>
<td>274 (9)</td>
<td>331 (13)</td>
<td>407 (16)</td>
</tr>
</tbody>
</table>

Values in parentheses are standard errors of the mean.

3.2.4 Design

The participants completed a total of 240 trials. The target appeared after an expected
foreperiod (500ms / 1500ms / 2500ms) in 60% of the trials, and the probability for the unexpected foreperiod was set to 20% of the trials, in which two foreperiod (very early and early foreperiod) were shorter than the expected foreperiod (0.4, 0.7 proportion of expected foreperiod), two foreperiod (late and very late foreperiod) were longer than the expected foreperiod (1.3, 1.6 proportion of the expected foreperiod). For example, for the 500ms ISI condition, the expected foreperiod was 500ms and the unexpected foreperiod were 200, 350, 650 and 800ms. In another 20% of total the trials the target was not presented (catch trials). In catch trials, there was no black circle target, but a gray background was displayed after the warning signal. The manipulation was included to prevent expectations to be generated based on conditional probability, thus help attenuate the effects of “hazard function”, which is defined as the increasing conditional probability over time that a target is going to appear if it has not already appeared [32, 33, 77].

Figure 3.2. Mean RT for each foreperiod during 500 ms and 1500 ms ISI conditions. Error bars represent the standard error of the mean. ***p < 0.001, ** p < 0.01, * p < 0.05.
3.2.5 Data Analysis

The RT refers to the time between the onset of the target and the motor response. Catch trials were eliminated from the analyses. Anticipated responses (participants responding before the target appeared), omission errors (participants did not respond after the target appeared), RT below 50 ms or above 1000 ms and RT out of two standard deviations from the mean RT range were also excluded from the analysis. were also discarded. The remaining correct mean RT for all participants were submitted to a 3 ISI (500, 1500, 2500) × 5 foreperiod (very early, early, expected, late, and very late) mixed analysis of variance (ANOVA).

![Figure 3.3. Mean RT for each ISI conditions (500 ms, 1500 ms, 2500 ms) collapsed across foreperiods. Error bars represent the standard error of the mean. ***p < 0.001.](image)

3.3 Results

Detailed RT scores are reported in Table 2.1. We observed were U-shaped expectancy profile in all ISI conditions, with the RT decreasing to a minimum value at the expected moment before subsequently increasing again (see Figure 3.2). 3 ISI (500, 1500, 2500) × 5 Foreperiod (very early, early, expected, late, and very late) ANOVA revealed a main effect of the ISI (F (2, 28) = 46.042; p < 0.001; η² = 0.767), with the RT were
progressively slower with an increase in the ISI (500 < 1500 < 2500, all \( p < 0.001 \)) (Figure 3.3). The ANOVA also revealed the main effect of foreperiod \( [F (4, 56) = 42.431, \ p < 0.001, \ \eta^2 = 0.752] \), with a significant quadratic effect \( [F (1, 14) = 133.306, \ p < 0.001, \ \eta^2 = 0.905] \), well captured the effect of temporal expectation.

![Figure 3.4. Mean RT plotted against each foreperiods during the 500 ms, 1500 ms and 2500 ms ISI conditions.](image)

The interaction between the ISI and the foreperiod was also significant \( (F (8, 122) = 10.602; \ p < 0.001; \ \eta^2 = 0.431) \) (Figure 3.4). Pairwise comparisons for expected
foreperiod to unexpected foreperiod was showed in Figure 3.2. Pairwise comparisons also revealed that the difference between very early and very late was significant only during 500 ms and 1500 ms ISI, but no difference during 2500 ms ISI condition (Figure 3.5).

3.4 Discussion

U-shaped TEPs was verified in the implicit rhythmic temporal expectation tasks, with faster RT for the expected foreperiods, and progressively slower with the earlier and later unexpected foreperiods (Figure 3.2). However, unlike the symmetric TEPs observed in explicit duration estimation task, the TEPs for rhythmic temporal expectation task were asymmetry during 500 ms and 1500 ms ISI conditions, and the asymmetry gradually diminished during the long ISI condition (Figure 3.4 and Figure 3.5). A possible explanation maybe that, although the temporal expectation generated by the regular rhythms, as the time goes by, the temporal expectations can be further updated by the elapsing time itself. This phenomenon underlying the posterior updating temporal expectation is known as the hazard function, which is explained by increasing conditional probability over time that a target is going to appear given, if it has not already appeared [32, 33, 77]. The hazard function makes use of the flow of time itself to update the expectations on-line, resulted a faster response at later conditions compared with the earlier conditions, leading to an asymmetric TEPs. Interestingly, although we have included 20% catch trials to prevent the conditional probability being used to generate expectation at the later interval [21, 22], our results proposed that the catch trials could have a modulation on the conditional probabilities, but could not completely inhibit the hazard function. Moreover, we observed TEPs for rhythmic temporal expectation task were asymmetry just during 500 ms and 1500 ms ISI conditions, that the difference between very early and very late foreperiod decreasing as the ISI increased (no difference during the long condition). Accordingly proposed
That, the duration of the interval between expected and unexpected interval will influence the effect of catch trials. When the participants perceive the target appear as unlikely as time passed, they disengaged their attention and tend to relax their preparation during the later foreperiod. Thus, the longer the interval between expected and later foreperiod, the more likely they expected the trial to be a catch trial.

Gradually slowing down of the RT was related to the ISI timescale increments (Figure 3.3). This finding can be explained according to the scalar timing, that the shorter fixed foreperiod allowed accurate and confident prediction on the upcoming event onset, while for the longer fixed foreperiod, the prediction was more variable and less accurate, with higher time uncertainty, resulting in slower responses [18]. Similar to our finding, previous study using a symbolic cued temporal expectation tasks, with four fixed foreperiods (500 ms, 1000 ms, 1500 ms, 2000 ms), found RT were progressively slower with foreperiod increased [78]. However, previous studies about rhythmic temporal expectation task used only two kinds of rhythmic pace [11, 79], we used three different ISI tracked the way in which rhythm-based temporal expectation processing evolved over time more dynamically. Accordingly, we proposed that the range of ISI over which rhythm are perceived is limited, when ISI between the rhythmic stimulus is too shorter, make the rate of the rhythm too slowly, then, the rhythmic structure tends to fall apart, leaving just a series of isolated stimuli. Thus, as the ISI increasing from 500ms to 2500ms, participants tend to have difficult predicting when the target will occur, result in a lengthening of the RT with the increment of ISI timescale.

3.5 Conclusion

We verified U-shaped TEPs for implicit rhythmic temporal expectation task during all the ISI conditions. Moreover, these TEPs was asymmetry during 500 ms and 1500 ms ISI conditions, and gradually become symmetry as ISI grows longer. This founding
indicated that although regular rhythms generated temporal expectation effect creating a U-shaped TEPs, as the time goes by, the temporal expectations can be further updated by the elapsing time itself, known as the hazard function, leading to an asymmetry. Further, the effect of hazard function seemed to be attenuated as ISI increasing. In addition, RT was also progressively slower with ISI increased, which suggest that, rhythm perceived is limited, as ISI increasing, rhythmic organization tends to fall apart, difficult to be used to predict upcoming event onset time, result in less stable synchronization performance.
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Summary

Temporal expectation are well known to rely on different sources of predictive information, such as rhythmic and symbolic cues, to direct attention to a future moment in time to optimize behaviour. However, whether temporal expectations driven by rhythmic cues differ from that driven by symbolic cues has not been clearly established. In the current study, 20 participants performed two temporal expectation tasks in which a rhythmic cue or a symbolic cue indicated (70% expected) that the target would appear after an interval of 500 ms (short), 1500 ms (medium) or 2500 ms (long). We observed much sharper expectancy curves and larger cueing effects for the rhythmic cued task than for the symbolic cued task, indicating that rhythmic cues were more effective in improving performance. Furthermore, such differences were only found for the short-but not long-interval condition, revealing that the behavioural differences between the two forms of temporal expectations likely diminished as the time interval increased. Therefore, we propose that the temporal expectation driven by rhythm cues differs from that driven by symbolic cues only in the limited time range; The mechanisms underlying the two forms of temporal expectations become more and more similar over increasing temporal scales.

4.1 Background

Temporal expectation is the ability to focus attention to a future moment in time in order to reduce uncertainty about future events and optimize performance, which is
fundamental survival skill to our daily life. For example, crossing a busy street or hitting a tennis ball, accurate prediction of the correct moment to act is crucial; otherwise, an incorrect action will result in a miss or even threaten our survival. Moreover, it has been suggested that temporal expectation can rely on different types of predictive information, such as rhythmic and symbolic cues, to prepare an optimized response at the appropriate point in time [40].

Temporal expectation driven by rhythmic cues, that is, the isochronous presentation of a stimulus sequence, has been related to the dynamic attention model [1, 41]. When participants experience a nonrandom temporal structure, they can spontaneously adapt the temporal regularity to build a temporal pattern of the fixed interval, which can be used to predict the next likely moment of when the next event will occur, so as to optimize perceptual or motor performance. Similarly, the isochronous presentation of a stimulus sequence has been suggested that could entrain (synchronize) attentional processes, the participants give peak performance when the foreperiod (i.e. the interval between the cue and the target) matched the preceding rhythmic interval. The result of this entrainment processing is stimulus-driven attending. Furthermore, several lines of research about rhythm-based temporal attention, have found an inverted U-shaped expectancy profile for perceptual discrimination task, that the performance were improved when the targets occurred at the expected moment compared with the target appeared early or late [5, 41, 65]. In addition, a U-shaped expectancy profile was found for RT speed task, with faster RT for expected foreperiod and slower RT for short or long unexpected foreperiods [80, 81]. The rhythmic cues have been proved to be effective to create temporal expectancies that improve participants’ RT performance [11].

In contrast to temporal expectation driven by the rhythmic cues, the temporal
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Temporal expectation driven by the symbolic cues has been interpreted according to the interval models [17, 18]. In which, a clock stage involves a pacemaker emits a continuous stream of pulses between the cue-target interval, then the number of pulse switch serves as a duration code maintained in working memory. Then, at a memory stage, the working memory transferred to a long-term reference memory. At last, at a decision stage, an updated comparison code is generated relative to a remembered standard code, when the current duration code reaches the temporal criterion, “time is up” and the currently timed interval is expected to end. Depending upon the mnemonic representations of the learned cue-target interval, the symbolic cues informs participants whether an upcoming target would likely to appear after a short or long delay [82, 83]. Researches on the temporal expectation driven by symbolic cues have revealed that, comparing to misleading (invalid) and non-informative (neutral) cues, the symbolic cues are proved correctly inform the target onset moment (valid) result in faster and more accurate performance [23, 56, 78, 84-86].

According to the above studies, temporal expectation driven by both rhythmic and symbolic cues have been proved to be effective in optimizing performance. Moreover, these two forms of temporal expectations have been suggested to be distinct by several previous studies [40, 87, 88]. Temporal expectation triggered by rhythmic cue is proposed to be created automatically, exogenously, implying a bottom-up processing [89]. On the other hand, temporal expectation triggered by symbolic cue is proposed to be generated consciously, endogenously, implying a top-down processing [90, 91]. In contrast, Schwartze et al. (2011) applied event-related brain potentials (ERPs) queried the bottom-up process in rhythm-based temporal expectation. Their results showed that rhythmic cue modulated the attention-dependent potential (P3b) when the participants concentrated on the rhythm. While in the session which participants ignored the rhythm,
the automatic processing potential (MMN) was not influenced. Thus, they concluded that the influence of regular rhythm was dependent on top-down cognitive processing rather than bottom-up automatic processing [92]. Thus, whether different mechanisms exist between temporal expectations driven by rhythmic and symbolic cues, remains unknown. Moreover, previous studies researched the relationship between the two forms of temporal expectations has just focused on the millisecond range timing. Whether the difference between the two forms of temporal expectations will change as increasing time intervals, has not been clearly established.

The present study aimed to examine, do temporal expectation driven by rhythmic cues differ from that driven by symbolic cues across millisecond and second time range. In the current study, an adaptation of the classical temporal expectation tasks in Trivino et al. (2011) was used, compared the two processes directly. In addition, instead of only one or two interval conditions in the previous studies [11, 56, 79, 87, 88, 93], we used three standard intervals (500ms, 1500ms, 2500ms), so as to investigate both temporal expectations more flexibly and dynamically across millisecond and second range timing. In our tasks, rhythmic cues are manipulated according to the duration of the inter-stimulus interval (ISI) between isochronous successive stimuli, symbolic cues are manipulated according to the association of the digital to one of the three possible standard intervals.

4.2 Methods

4.2.1 Participants

Twenty healthy right-handed students (14 men, 6 women, mean age = 25.7 years, SD = 3.5 years) from the Okayama University participated in the experiment. All participants with normal or corrected-to-normal vision and had no record of neurological or psychiatric disorders. The study was approved by the institutional ethics
committee, and all participants provided written informed consent.

4.2.2 Stimuli

E-prime software (Schneider et al., 2002) was used to present stimulus and record behavioural data. Two temporal expectation tasks were performed by the participants: Rhythmic cued task and Symbolic Cued task. Each trial for both tasks included a fixation point, a temporal cue and a target, all the stimulus were presented at the centre of a 27-in monitor with a grey background (RGB=180,180,180), and a resolution of 1280*720 pixel. The fixation point was a black “+” symbol (0.6°× 0.6° of visual angle with a viewing distance of 60cm). The temporal cue in the rhythmic cued task, was an isochronous sequence contains of circle stimulus appeared and disappeared five, six, or seven times at either a short (i.e. every 500 ms), medium (i.e. every 1500 ms) or long (i.e. every 2500 ms) pace (see Figure 4.1). All the circle stimulus was gray circle (diameter = 1.2°; RGB = 100,100,100), expect for the final stimulus turned white (diameter = 1.2°) to warn about the upcoming target. The temporal cue in the symbolic cued task, was either a digital 500, 1500 or 2500 (Courier New at 18-point size). The digital 500 indicated the target would appear after 500ms, the digital 1500 indicated the target would appear after 1500ms, whereas the digital 2500 indicated the target would appear after 2500ms. In both tasks, the target was a black circle (diameter=1.2°).

4.2.3 Procedure

Participants sat on a comfortable chair in a silent and dimly illuminated room, and their head were fixed with a chin rest. Each participant performed two experimental tasks: rhythmic cued task and symbolic cued task.

Task 1. Rhythmic cued task

A schematic of the rhythmic cued task is provided in Figure 4.1a. Each trial began with the presentation of a fixation point for 500ms. 300ms after the offset of the fixation point, followed by a rhythmic cue which consisted of an isochronous sequence of five,
six, or seven stimuli (uniform probability) with a within-block ISI of 500 (short), 1500 (medium), or 2500 (long) ms. Within a trial, the stimuli in the isochronous sequence were all filled gray circles, with a duration of 100ms except for the final stimulus, which was white and served as a warning signal, and the participants were told that the last white circle in the regular sequence marked the beginning of the preparatory interval. The different number of rhythmic stimuli was to prevent the warning signal being fully predictable. In most trials, the white circle followed by a target, a black circle. The target appeared for 100ms after a variable foreperiod (described in the design section). Participants were informed that they could use the rhythmic cue to predict the time of target onset, so as to respond to its appearance as quickly as possible, while avoiding anticipations, by pressing the left button with their index finger. A maximum of 1500ms was allowed to respond. There was a random inter-trial interval of 1500-3500ms.

Task 2. Symbolic cued task

A schematic of the symbolic cued task is provided in Figure 4.1b. The procedure was exactly the same as the rhythmic cued task. Expect that the cue was not an isochronous sequence, but a symbolic cue, which contained one of the three digits: 500(short), 1500(medium), or 2500(long). The digital indicated the duration of the foreperiod, cued the participants to expect the target after a short, medium, or long foreperiod. Participants were informed to use the temporal information carried by the digital cue to predict when the target would appear, so as to respond to its appearance as quickly as possible, while avoiding anticipations, by pressing the left button with their index finger. A maximum of 1500ms was allowed to respond. There was a random inter-trial interval of 1500-3500ms.
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Figure 4.1. Experimental task. a. Rhythmic task. Each trial started with a fixation point, followed by a rhythmic cue which consisted of five, six, or seven stimuli, each 100ms in duration, and presented with 500ms, 1500ms, or 2500ms inter-stimulus interval (ISI). The last white circle cue stimulus served as a warning signal, marked the beginning of the preparatory interval (foreperiod). b. Symbolic cued task. The procedure was almost the same as the rhythmic cued task. Expect that the cue was a symbolic cue, which contained of one of the three digitals: 500(short), 1500(medium), or 2500(long). The digital indicated the duration of the foreperiod. For example, the digital 500 indicated that the target would appeared after a 500ms foreperiod. In both tasks, participant’s task was to response to the appearance of the target as quickly as possible. They were encouraged to use the temporal information conveyed by the cue to improve RT.

4.2.4 Design

In both tasks, the target was appeared after an expected foreperiod (500ms / 1500ms
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/ 2500ms) in 70% of the trials (expected expectancy level), and the probability for the unexpected foreperiod was set to 20% of the trials, in which two foreperiod (0.4, 0.7 proportion of expected foreperiod) were shorter than the expected foreperiod (very early and early expectancy level), two foreperiod (1.3, 1.6 proportion of the standard interval) were longer than the expected foreperiod (late and very late expectancy level). For example, for the short interval condition, the standard interval was 500ms and the foreperiod were 200, 350, 500, 650, and 800ms. For medium interval condition, the standard interval was 1500ms and the foreperiod were 600, 1050, 1500, 1950, and 2400ms. For long interval condition, the standard interval was 2500ms, and the foreperiod were 1000, 1750, 2500, 3250, and 4000ms (Table 2.1). In 10% of total the trials the target was not presented (catch trials). In “catch” trials, there was no black circle target, but a gray background was displayed after the warning signal.

Table 4.1. Summary of all expected and unexpected foreperiods (ms) for each standard interval (short, medium, and long).

<table>
<thead>
<tr>
<th>Standard interval</th>
<th>Expected foreperiod (ms)</th>
<th>Unexpected foreperiod (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Very early</td>
</tr>
<tr>
<td>Short</td>
<td>500</td>
<td>200</td>
</tr>
<tr>
<td>Medium</td>
<td>1500</td>
<td>600</td>
</tr>
<tr>
<td>Long</td>
<td>2500</td>
<td>1000</td>
</tr>
</tbody>
</table>

The factorial design had three relevant factors: task (rhythmic or symbolic), standard interval (short, medium, or long) and expectancy level (very early, early, expected, late, or very late). Prior to symbolic cued task, all participants performed a training session with 54 trials to learn the association between the digital cues and the foreperiod. In the
training phase, the foreperiod was always expected, for ensuring a stable reference memory. The training session began with blocked presentation (6 trials) of each of the 3 standard intervals condition (500ms, 1500ms, 2500ms). Then followed by a block of 24 trials in which the 3 standard intervals were cyclically presented in an order from 500ms to 2500ms. Finally, a block of 24 trials with random presentation of the 3 standard intervals.

Table 4.2. Mean RT for each task condition (rhythmic cue, symbolic cue), standard interval (500, 1500, and 2500 ms) and foreperiod (very early, early, expected, late, and very late).

<table>
<thead>
<tr>
<th></th>
<th>Rhythmic cue (ms)</th>
<th>Symbolic cue (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Short</td>
<td>Medium</td>
</tr>
<tr>
<td>Very early</td>
<td>401 (18)</td>
<td>456 (16)</td>
</tr>
<tr>
<td>Early</td>
<td>295 (14)</td>
<td>352 (18)</td>
</tr>
<tr>
<td>Expected</td>
<td>253 (15)</td>
<td>282 (13)</td>
</tr>
<tr>
<td>Late</td>
<td>288 (13)</td>
<td>305 (10)</td>
</tr>
<tr>
<td>Very late</td>
<td>320 (10)</td>
<td>389 (15)</td>
</tr>
</tbody>
</table>

Values in parentheses are standard errors of the mean.

4.2.5 Data analysis

The RT in both tasks refers to the time between the onset of the target and the motor response. Practice trials and catch trials were eliminated from the analyses. Anticipated responses (participants responding before the target appeared), omission errors (participants did not respond after the target appeared), RTs larger than two standard
deviations from the mean RT for each dependent variable and for each participant were also excluded from the analysis.

The remaining correct mean RT were analyzed using a repeated measures ANOVA with a 2 Task (rhythmic cue, symbolic cue) x 3 Standard interval (short, medium, long) x 5 Expectancy level (very early, early, expected, late, and very late) factorial design. The cueing effect, which is an index of attentional benefit, was calculated by subtracting the mean expected RT from each mean unexpected RT (very early, early, late, or very late), and analyzed using repeated measures ANOVA with a 2 Task (rhythmic cue, symbolic cue) x 3 Standard interval (short, medium, long) x 4 Unexpected level (very early, early, late, and very late) factorial design.

4.3 Results

Figure 4.2 shows the RT plotted against the expectancy levels at the short, medium and long standard intervals for the rhythmic, symbolic cued tasks. We observed the RT curves were U-shaped in all conditions, with faster RT for the foreperiods approaching the expected one, increasing with the shorter and longer unexpected foreperiods. Detailed data are presented in Table 2.2. The 2 Task (Rhythmic cue, symbolic cue) x 3 Standard interval (short, medium, long) x 5 Expectancy level (very early, early, expected, late, and very late) repeated-measures ANOVA revealed a main effect of the expectancy level (F (4, 76) = 115.05; p < 0.001; $\eta^2 =0.858$). Further pairwise comparisons confirmed that the RT was fastest at the expected moment compared to the earlier and later unexpected moments (expected < late < early < very late < very early, all p $\leq 0.002$), which captured the effect of temporal expectation. There was also a significant main effect of standard interval (F (2, 38) = 105.16; p < 0.001; $\eta^2 =0.825$), RT were progressively slower with the increase of standard interval (short < medium <long, all p < 0.001). (Figure 4.3). Moreover, the interaction between the
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expectancy level and the standard interval was significant (F (8, 152) = 7; p < 0.001; η2 = 0.239). Separate ANOVAs for each standard interval are presented below. The post hoc analyses revealed a significant difference between the very early and very late expectancy levels at the short and medium standard intervals (short: p < 0.001; medium: p = 0.005), but no difference was observed for the long standard interval condition (long: p = 1) (Figure 4.4).

Figure 4.2. Mean RT plotted against the expectancy level for the rhythmic and symbolic cued tasks in the short, medium and long standard interval conditions.
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For the short standard interval, a significant main effect was found for the expectancy level \((F(4, 76) = 50.828; p < 0.001; \eta^2 = 0.728)\). The expectancy level × task interaction was also significant \((F(4, 76) = 0.29; p = 0.029; \eta^2 = 0.146)\), such that the U-shaped curves for the rhythmic cued task were sharper than those for the symbolic cued task.

For the medium standard interval, a significant main effect was found for the task \((F(1, 19) = 6.004; p = 0.024; \eta^2 = 0.24)\) and the expectancy level \((F(4, 76) = 54.079; p < 0.001; \eta^2 = 0.74)\). The expectancy level × task interaction did not reach significance.

For the long standard interval, the only significant main effect was found for the expectancy level \((F(4, 76) = 60.440; p < 0.001; \eta^2 = 0.761)\); no other main effects or interactions were significant. To summarize, the expectancy level × task interaction was significant at the short interval but not at the medium and long intervals (Figure 4.2).

![Figure 4.3](image-url)  
**Figure 4.3.** Mean RT for rhythmic and symbolic cued tasks in each standard interval condition (short, medium, and long) collapsed across expectancy levels. Error bars represent the standard error of the mean. ***\(p < 0.001\), **\(p < 0.01\).**

Regarding the attention benefit for each task, the data were reexamined in terms of the cueing effect (i.e., the difference between the expected trial and each type of unexpected trial) instead of the mean RT (see Figure 4.5). The 2 Task (rhythmic cue, symbolic cue) × 3 Standard interval (short, medium, long) × 4 Unexpected level (very early, early, early, very early) × 2 Response type (correct, incorrect) design.
late, and very late) ANOVAs showed a main effect of the task ($F(1, 19) = 14.2; p = 0.001; \eta^2 = 0.428$), with a larger cueing effect for the rhythmic cued task than for the symbolic cued task. The main effects of the unexpected level ($F(3, 57) = 85.8; p < 0.001; \eta^2 = 0.819$) and standard interval ($F(2, 38) = 15.7, p < 0.001; \eta^2 = 0.453$) were also significant. Moreover, the interaction between the unexpected level and the standard interval was significant ($F(6, 114) = 5.5, p < 0.001; \eta^2 = 0.224$). Separate ANOVAs for each standard interval are presented below.

![Diagram](image1.png)

Figure 4.4. Mean RT for the very early and very late expectancy levels for both the rhythmic and symbolic cued tasks in each standard interval condition (short, medium, and long). Error bars represent the standard error of the mean. ***$p < 0.001$, **$p < 0.01$, *$p < 0.05$.  
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Figure 4.5. Cueing effects (each unexpected RT minus the expected RT) as a function of the unexpected level and task (rhythmic cue and symbolic cue) for the short, medium and long standard intervals.

For the short standard interval, a significant main effect was observed for the task (F (1, 19) = 13.05; p = 0.002; $\eta^2 =0.407$) and the unexpected level (F (3, 57) = 43.4; p < 0.001; $\eta^2 =0.696$). For the medium standard intervals, a significant main effect was also observed for the task (F (1, 19) = 7.93; p = 0.011; $\eta^2 =0.295$) and the unexpected level (F (3, 57) = 41.07; p < 0.001; $\eta^2 =0.684$). For the long standard interval, the only
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A significant main effect was found for the unexpected level (F (3, 57) = 39.11; p < 0.001; \( \eta^2 = 0.673 \)); no other main effects or interactions were significant. To summarize, the main effect of the task (i.e., a larger cueing effect for the rhythmic cued task) was only observed at the short and medium standard intervals and not at the long interval (Figure 4.6).

![Figure 4.6. Cueing effects (RT unexpected - RT expected) for the rhythmic and symbolic cued tasks in the short, medium and long standard interval conditions collapsed across the unexpected level. Error bars represent the standard error of the mean. **p < 0.01, * p < 0.05.](image)

4.4. Discussion

The current study used a single experimental design, directly compared the rhythmic and symbolic cued temporal expectation tasks. The results showed that temporal expectation triggered by the rhythmic cues can focus more concentrated resources on the short-expected interval, moreover rhythm-based temporal expectation is likely to be more effective in optimizing behavior performance, such that the U-shaped curves for rhythmic cued task was sharper and the cueing effect for the rhythmic cue was larger.
than the symbolic cue. Furthermore, the behavioral differences between the two forms of temporal expectations were diminished with increasing time interval.

U-shaped RT curves was verified in both rhythmic and symbolic cued temporal expectation tasks, with faster RT for the expected foreperiods, and progressively slower with the shorter and longer unexpected foreperiods (Figure 4.2). This pattern is consistent with previous studies, by used the task in which a symbolic cue or regular context provided information about when a target would occur, observed the reaction time was faster during a temporal window close to the expected foreperiod, and increased outside this temporal window for earlier and later unexpected interval, resulting in a U-shaped RT curve [11, 86]. This window also been assumed as the “temporal window of expectancy”, means the events falling within this temporal window are highly subjected to the same attentional benefits as the events occurring exactly at the expected time point [88]. Additionally, by directly compared two tasks, our results showed the curves for rhythmic cued task are sharper than symbolic cued task in the short and medium conditions, which indicating that the rhythmic cues direct attention to a narrow time window in which the target is expected to occur, leading to a more precise attentional targeting in time for rhythmic cued temporal expectation processing. Further experiments could try to employ more types of expectancy level to quantify the size of this window relative to rhythmic and symbolic cued temporal expectation task.

Notably, further comparisons revealed asymmetric curves for both tasks had longer RT for the earlier foreperiod than for the later foreperiod, and the asymmetry gradually diminished with the standard interval increased (Figure 4.4). As we proposed in the chapter 3, the possible explanation maybe the reliance on the “hazard function”, which is defined as increasing conditional probability over time that a target is going to appear.
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if it has not already appeared [32, 33, 77]. Consistent with the previous study found the reaction time faster when the target appeared after the later than the earlier foreperiod [86]. These results showed that the participants had used the temporally probability information inherent in the elapse of time itself, reoriented their attention to the later foreperiod if the target didn’t appear at expected interval. Similar to the founding in chapter 3, we observed the difference between very early and very late expectancy level decreasing as the standard interval increased (no difference at the 2500 ms condition). Evidence that in both rhythmic and symbolic cued task, when the participants perceive the target appear as unlikely as time passed, they disengaged their attention and tend to relax their preparation during the later foreperiod. Thus, the longer the interval between expected and later foreperiod, the more likely they expected the trial to be a catch trial. However, further research is needed to verify our supposition.

Lengthening of the RT was related to the timescale increments in both task (Figure 4.3). This finding can be explained as the shorter constant foreperiod allowed accurate and confident prediction on the target onset time, while for the longer constant foreperiod, the prediction was more variable and less accurate, with higher time uncertainty, resulting in slower RT [18]. Similar to our finding, previous study using a cued reaction time task, upon the presentation of a symbolic cue, participants could predict the onset of the target after one of four different foreperiods (500 ms, 1000 ms, 1500 ms, 2000 ms) with 100% certainty, they found that RT were progressively slower with foreperiod increased, and the RT were significantly fastest at the shortest foreperiod[78]. However, previous studies about rhythmic cued task always used only two kinds of rhythmic pace, provided that participants responding faster after the fast rhythmic pace than after the slow rhythmic pace [11, 79]. This time we used three conditions (500 ms, 1500 ms, 2500 ms), proved this pattern for temporal expectation
driven by rhythmic cues more generally. In addition, by observed U-shaped curves at all the standard interval conditions (short, medium long) for both rhythmic and symbolic cued task, compared with the previous studies found validity effects at only short interval conditions [87, 94], we further supported the flexibility and dynamicity of the expectation mechanism involved.

The greater effectiveness of rhythmic than symbolic cues meant that the rhythmic cue was most likely more reliable and predictive than the symbolic cue (Figure 4.5 ad Figure 4.6). The effect of temporal orienting of attention has been investigated separately in studies using rhythmic cues [11, 79, 93, 95, 96] as well as symbolic cues [78, 83, 86, 96]. However, the effectiveness of the two types of temporal expectation has been rarely directly compared. The present study provides the evidence that the magnitude of cueing effect for the rhythmic cued task was greater than the symbolic cued task, reflecting the rhythmic cue was likely to be more reliability and predictive than symbolic cue. Although Trivino (2001) also compared the rhythmic and symbolic cued RT tasks, and showed no differences between tasks [94]. The reason can be due to the small sample of only five participants and the difficulty of the target design in the previous study contained both go and no-go target. Accordingly, the conceivable interpretation for our results maybe that the source of rhythm-based temporal expectation is a self-sustaining entrainable oscillator [1]. However, the source of temporal expectation driven by symbolic cue is relative to a remembered standard code in the long-term reference memory. As the long-term memory storage cannot become self-sustaining immediately. Rather, a period of time is required to become consolidated, and the memory can be strength or weaken by various modulating influences. Thus, the symbolic cued temporal expectation processing with greater variability leads to a weak memory of the interval, in turn poor performance. On the contrary, rhythmic cue can
more precisely and stably direct attention to the target onset moment and speed up response time more effectively.

As a final point, we found the significant behavioral difference between rhythmic and symbolic cued temporal expectation task, such that U-shaped RT curves for rhythmic cued task were sharper than symbolic cued task, and the cueing effect for rhythmic cue was larger than the symbolic cue, were just observed at the short and medium standard interval condition, but no difference was found at long interval condition. One conceivable explanation is that the range of tempi over which rhythms are perceived is limited [97]. If the rhythms are too slow, the synchronization performance will become less stable, and the variability will be also increased, rhythmic organization tends to gradually fall apart, leaving only a series of isolated stimulus. The slow rhythms limit has also been linked to the temporal capacity of working memory[98, 99]. Thus, we suppose that, maybe the dissociation between temporal expectation triggered by rhythmic and symbolic cues can be only established at a limited range of time intervals. However, this span of the limit remains to be investigated in the further study.

4.5. Conclusions

By observed U-shaped RT curves for both rhythmic and symbolic cued tasks in all the standard interval conditions, we verified the temporal expectations can be flexibly created by multiple regular rhythms and symbolic cues. Moreover, by directly compared rhythmic and symbolic cued temporal expectation by means of a single experimental design. The results show much sharper U-shaped RT curves and larger cueing effects for rhythmic cued task compared to symbolic cued task at the short standard interval, indicating that rhythmic cues more precisely and stably direct attention to the event onset moment and are more reliable and effective in optimizing
behavioral performance, over a limited range of time intervals. Crucially, no difference was found between the two forms of temporal expectation during the long interval, revealing that the behavioral differences between temporal expectations triggered by rhythmic and symbolic cues diminished as the time interval increased. Overall, we propose that it is difficult to affirm whether temporal expectations driven by rhythmic and symbolic cues have the same or different mechanisms, the distinction between the two forms of temporal expectation will change with timescales.
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Summary

Temporal expectation can be externally driven by the symbolic cue (temporal orienting effect), also can be internally driven by the passage of time (foreperiod effect). However, the relationships between the two forms of temporal expectations still unclear, whether they can work in parallel and have distinguishable neural signature remain unanswered. In the current study, behavioural results observed both temporal orienting and foreperiod effect, with faster responses at the expected and late compared to early foreperiod, but no difference between expected and late foreperiod during both short and long interval conditions. Crucially, Electrophysiological results showed evidence of two distinct temporal expectation processes, as the two forms of temporal expectation seem to affect different stages of stimulus processing, a linear foreperiod effect was observed affects processing earlier than the expectation based on symbolic cues with a U-shaped pattern. Furthermore, this study shows that temporal expectation driven by symbolic cues and passage of time can work in parallel with distinguishable neural signatures.

5.1 Background

Making temporal expectation is central to our every life. Introduced in the introduction chapter, symbolic cues, if available, passage of time itself are two sources of information that humans can use to form temporal expectation.
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Temporal expectation can be externally driven by the symbolic cue, refers to the ability to voluntarily pre-directing attention to a particular moment [21, 83]. Thus, when we predict an event to occur at an expected moment, we will get prepare for it, and response faster to the event. This effect relates to the temporal orienting (TO) effect. This effect has been experimentally studied used posner paradigm [100]. In this classical task, a symbolic cue provides temporal information about when the target will appear, after a short or long foreperiod (the interval between cue and target). The cue may be valid (i.e. short cue-short foreperiod) or invalid (i.e. short cue-long foreperiod) indicating the target onset moment. The temporal orienting effect is observed as a faster response when the cue is valid compared to invalid [23, 101, 102].

In contrast, temporal expectation based on the passage of time itself has been suggested internally driven temporal expectation exploits the unidirectional flow of time itself, conditionally and intrinsically biasing event predictability [27, 30, 103]. Imaging waiting a bus at the station, the probability of bus arrive will increase as long as you wait for it. The longer you wait, the more your expectation grow. This ever-heightening temporal expectation illustrates the phenomenon of “hazard function”, which is defined as the increasing conditional probability over time that an event will appear given that it has not already appeared. A classic example of temporal expectation based on passage of time is the variable foreperiod effect (FP), a faster detection and discrimination responses as increasing the foreperiod [25, 29].

The relationships between the two forms of temporal expectation has been considered only recently. Correa et al., 2006 suggested strong interactions rather than dissociations between temporal orienting and foreperiod effects [22]. Trivino et al., 2010 also confirmed the association between temporal orienting and foreperiod effects, supported the voluntary and strategic nature of the two forms of temporal expectation,
which depend on the prefrontal cortex, suggested a common mechanism[24]. However, neuroimaging studies using fMRI provided dissociable evidence that temporal expectation driven by the symbolic cues entails a left sensorimotor cortical circuit, including the premotor (PMA), supplementary motor (SMA) and inferior parietal (IPC) areas [104-108], while, with regard to the temporal expectation driven by the passage of time, a pivotal role of right lateral pFCs has been hypothesized[35, 36, 109-112]. Moreover, by manipulated both temporal orienting and foreperiod effect within a factorial design, Coull et al. 2016 proposed that, temporal expectation driven by symbolic cues activated left inferior and superior parietal cortices, while temporal expectation driven by the passage of time activated left intraparietal sulcus and right inferior frontal cortex, differentiate discrete mechanism in distinct brain regions[78]. Therefore, the relationships between the two forms of temporal expectations still unclear, whether they can work in parallel and have distinguishable neural signature remain unanswered.

Aforementioned two forms of temporal expectation have been proved yield dissociable result patterns. U-shaped pattern with faster response at the expected moment than earlier or later foreperiod were observer in symbolic cued temporal expectation task. Linearly increasing pattern with faster response with increasing foreperiod was observed in the foreperiod effect. Thus, the U-shaped and lineally increasing pattern of results are thus indicative of the two forms of temporal expectation, respectively. In the current study, we hypothesize two possible outcomes. Any processing driven by the symbolic cues show an enhanced or attenuated sensory components for expected compared to early and late conditions, corresponding to the U-shaped temporal orienting effect. Any processing driven by the passage of time show an enhanced or attenuated sensory components for late compared to expected and early
conditions, corresponding to the linear pattern.

5.2 Methods

5.2.1 Participants

A total of 13 volunteer participants (10 males and 3 females) mean age of 28.3 years (range: 23-33) from the Okayama University participated in the study. They had normal hearing and had no record of psychiatric disorders. The study was approved by the institutional ethics committee, and all participants gave written informed consent before being enrolled.

5.2.2 Stimuli

Each trial consisted of an auditory cue and target. The cue was either a high (880Hz) or a low (220Hz) triangle tone (200ms). The target was either a violin tone (440Hz, 200ms) or a piano tone (440Hz, 200ms). All auditory stimulus originated from two loudspeakers that were hidden by a black curtain. They were positioned 50 cm from the left front and right front of the participants, with a sound pressure level (SPL) of 70 dB.

5.2.3 Procedure

Participants were seated comfortably in a quiet, dimly-lit room. They were first familiarized with the stimuli and task. To clarify the association between cue and the foreperiod they predicted, four practice blocks was conducted. The first practice block contained only short cue and expected foreperiod, the second practice block contained only long cue and expected foreperiod. The foreperiod was always expected, for ensuring a stable reference memory. The third practice block contained short cue and all the experimental foreperiod (540 ms, 900 ms, 1260 ms). The fourth practice block contained long cue and all the experimental foreperiod (960 ms, 1600 ms, 2240 ms). Each practice block contained 20 trials.

The main experiment consisted of 20 blocks. Each block consisted of 60 trials. A
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schematic of the task is provided in Figure 5.1. The cue indicated the duration of the foreperiod, cued the participants to expect the target after a short (900 ms) or long (1600 ms) foreperiod. The assignment of the high or low cue tone to the short or long foreperiod was counterbalanced across participants. Participants’ task was to press the button #1 to violin tone (50%), press the button #2 to piano tone (50%) as quickly and as accurately as possible. The assignment of target to response was counterbalanced across participants. On 60% of the trials, the target appeared at the expected foreperiod (900 ms or 1600 ms). On 20% of the trials, the target appeared earlier than expected (0.6 proportion of expected foreperiod). On 20% of the trials, the target appeared later than expected (1.4 proportion of expected foreperiod). The next trial began until a response was made or 1200 ms intertrial interval (ITI).

![Figure 5.1. Schematic outline of task. Each trial started with high or low cue-tone. The cue was followed after a short (left) or long (right) interval by a target (piano or violin tones). Targets appeared either at the expected moment indicated by the cue, or at the unexpected moment (early or late). Participants were instructed to press the button #1 to violin tone, or button #2 to piano tone as quickly and as accurately as possible.](image-url)
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5.2.4 ERP recording

We used E-prime software (Schneider et al., 2002) to present stimulus. An EEG system (BrainAmp MR plus, Gilching, Germany) was used to record EEG signals through 32 electrodes mounted on an electrode cap (Easy Cap, Herrsching-Breitbrunn, Germany). All electrodes were referenced to left and right earlobe. Horizontal eye movements were detected by deriving the electrooculogram (EOG) from one electrode placed approximately 1 cm from the outer canthi of the left eye. Vertical eye movements were measured by deriving the EOG from an electrode placed about 1.5 cm below the subject’s left eye. The impedances were kept below 5 kΩ. Raw signals were acquired at a sample rate of 500Hz and stored for off-line analysis.

5.2.5 Data analysis

Behavioral data

The RT (reaction time) refers to the time between the onset of the target and the motor response. Practice trials were eliminated from the analyses. The behavioural analysis of RT included correct trials only, RT below 50 ms or above 1000 ms were also excluded from the analysis. RTs out of two standard deviations from the mean RT range were also discarded. The remaining correct mean RT and the percentage of correct responses for all participants were submitted to a 2 Interval (short, long) x 3 foreperiod (early, expected, late) mixed analysis of variance (ANOVA).

ERP data

The ERPs elicited by the task-irrelative stimuli were analyzed by using the Brain Vision Analyzer software (version 1.05, Brain Products GmbH, Munich, Germany). The data were filtered with a butterworth Zero Phase filter (0.1 to 30Hz, 24dB/oct). Data were segmented started 200 ms prior to the target onset and ended 600 ms after target onset. A strict baseline correction from 0 to 50 ms was performed to minimize misalignments of the waveforms based on anticipatory neural activity [15, 101, 113].
Trials with artifacts were rejected based on a threshold of ±100 μV in all channels before averaging. Epochs were averaged separately across all participants for each interval and each foreperiod conditions in each electrode.

Electrodes F3, Fz, F4, C3, Cz, C4, P3, Pz, P4 were chosen for statistical analyses. Mean amplitudes average for all participants were calculated for the time range 78-118 ms, 158-198ms and 216-256 ms. The first interval was centred on the peak of the N1 (98ms, averaged across all conditions), 40ms interval was selected based on the similar previous studies about temporal expectation on auditory N1 processing [114-116]. The second and third interval followed the N1 or P2 window whilst not overlapping and was centred on the peak of the P2 (178ms, averaged across all conditions) and N2 (236 ms, averaged across all conditions).

Table 5.1. Mean reaction time and proportions of correct responses for each interval (500, 1500, and 2500 ms) and foreperiod (very early, early, expected, late, and very late).

<table>
<thead>
<tr>
<th>Foreperiod</th>
<th>Reaction time (ms)</th>
<th>Proportion correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Short</td>
<td>Long</td>
</tr>
<tr>
<td>Early</td>
<td>463 (18)</td>
<td>477 (19)</td>
</tr>
<tr>
<td>Expected</td>
<td>432 (20)</td>
<td>457 (19)</td>
</tr>
<tr>
<td>Late</td>
<td>438 (21)</td>
<td>469 (18)</td>
</tr>
</tbody>
</table>

*Values in parentheses are standard errors of the mean.*

Separately for each time range, a repeated measures ANOVA was conducted.
Chapter 5 Neural dissociation between temporal expectation driven by symbolic cues and passage of time: an ERP study

involving the factors 2 Interval (short, long) x 3 Foreperiod (early, expected, late) x 9 Electrode (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4). In order to explore whether any temporal expectation effect was driven by the conditional probability (passage of time) or symbolic cues, a linear and quadratic trend analysis was performed using within-subjects contrasts. The Greenhouse-Geisser correction was applied in order to account for the violation of the sphericity assumption.

Figure 5.2. Mean RT for each foreperiod during short and long interval. Error bars represent the standard error of the mean. ***p < 0.001, * p < 0.05.

5.3 Results

5.3.1 Behavioral Data

Table 4.1 provides an overview of the behavioral data. RT analysis revealed a main
effect of the Interval \( F(1, 12) = 38.37, p < 0.001, \eta^2 = 0.76 \), with RT significantly shorter in short (444.5 ms) than long (468 ms) interval trials. The ANOVA also revealed the main effect of Foreperiod \( F(2, 24) = 14.18, p = 0.001, \eta^2 = 0.54 \), well captured the effect of temporal expectation (Figure 5.2). There was no interaction between Interval \( \times \) Foreperiod. Analysis of the percentage of correct responses revealed no effect of Interval, Foreperiod, or interaction between Interval \( \times \) Foreperiod.

5.3.2 ERP Data

**N1 time range (78-118 ms)**

There was a main effect of interval \( F(1, 12) = 128.29, p < 0.001, \eta^2 = 0.91 \), with larger negative amplitude in the short compared to the long interval. The main effect of foreperiod \( F(2, 24) = 7.65, p = 0.009, \eta^2 = 0.39 \), and Electrode \( F(8, 96) = 30.63, p < 0.001, \eta^2 = 0.72 \) was also significant. There was also an interaction between Interval \( \times \) Electrode \( F(8, 96) = 6.37, p = 0.009, \eta^2 = 0.35 \) and between Foreperiod \( \times \) Electrode \( F(16, 192) = 5.76, p = 0.001, \eta^2 = 0.32 \) (see Figure 5.6 and Figure 5.7).

The significant interactions between interval and electrode and foreperiod and electrode justified separate analyses for the F3, Fz, F4, C3, Cz, C4, P3, Pz, P4 electrode. The amplitudes of N1 were more negative for short than long interval condition for all the electrodes except P3 and P4 electrode when the target appeared early than expected (see Figure 5.3); the amplitudes of N1 were more negative for short than long interval condition for all the electrode when the target appeared at the expected moment (see Figure 5.4); the amplitudes of N1 were more negative for short than long interval condition for all the electrodes except P3, Pz and P4 electrode when the target appeared late than expected (see Figure 5.5).

Separately analyses for each electrode also showed a main effect of foreperiod \( F(2, 24 = 6.55, p = 0.014, \eta^2 = 0.35 \), with a significant linear trend \( F(1, 12 = 7.93, p =
0.016, \( \eta^2 = 0.4 \) whilst no quadratic trend \([p = 0.88, \eta^2 = 0.002]\) at the F3, Fz, C3, Cz electrodes during short interval conditions (see Figure 5.8a). There was also a main effect of foreperiod \([F (2, 24 = 8.67, p = 0.003, \eta^2 = 0.42]\), with a significant linear trend \([F (1, 12 = 12.14, p = 0.005, \eta^2 = 0.5]\) whilst no quadratic trend \([p = 0.62, \eta^2 = 0.02]\) at the F3, Fz, C3, Cz electrodes during long interval conditions (see Figure 5.9a).

**P2 time range (158-198ms)**

There was a main effect of Electrode \([F (8, 96) = 9.07, p = 0.001, \eta^2 = 0.43]\), and an interaction between Foreperiod \(\times\) Electrode \([F (16, 192) = 4.16, p = 0.007, \eta^2 = 0.26]\).

Separately analyses for each electrode also showed a main effect of foreperiod \([F (2, 24 = 4.61, p = 0.037, \eta^2 = 0.28]\), with a significant quadratic trend \([F (1, 12 = 7.68, p = 0.017, \eta^2 = 0.39]\) whilst no linear trend \([p = 0.08, \eta^2 = 0.023]\) at the Fz, Cz electrodes, and a main effect of foreperiod \([F (2, 24 = 10.55, p = 0.001 \eta^2 = 0.47]\), with a significant linear trend \([F (1, 12 = 16.39, p = 0.002, \eta^2 = 0.58]\) whilst no quadratic trend \([p = 0.15, \eta^2 = 0.17]\) at the P4 electrodes, during short interval conditions (see Figure 5.8b). There was also a main effect of foreperiod \([F (2, 24 = 3.967, p = 0.032, \eta^2 = 0.25]\), with a significant linear trend \([F (1, 12 = 4.31, p = 0.036, \eta^2 = 0.26]\) whilst no quadratic trend \([p = 0.5, \eta^2 = 0.04]\) at the P4 electrodes during long interval conditions (see Figure 5.9b).

**N2 time range (216-256 ms)**

There was a main effect of interval \([F (1, 12) = 32.79, p < 0.001, \eta^2 = 0.73]\), with larger negative amplitude in the short compared to the long interval. The main effect of foreperiod \([F (2, 24) = 7.65, p = 0.025, \eta^2 = 0.31]\), and Electrode \([F (8, 96) = 9.1, p = 0.001, \eta^2 = 0.43]\) was also significant. There was also an interaction between Interval \(\times\) Electrode \([F (8, 96) = 4.11, p = 0.023, \eta^2 = 0.26]\) and between Interval \(\times\) Foreperiod \([F (2, 24) = 47.93, p = 0.007, \eta^2 = 0.34]\).
Figure 5.3. Grand average ERPs elicited by target stimuli in the short (solid lines) and the long interval (dotted lines) at the early foreperiod conditions. The electrode configuration is shown on right top, with the presented electrodes marked black. All tracings are aligned with respect to a 0-50 ms baseline. The arrows pointing the N1 potential mark a significant difference between the mean amplitude of the N1 for short and long interval condition. Negativity is up.

The significant interactions between interval and electrode justified separate analyses for the F3, Fz, F4, C3, Cz, C4, P3, Pz, P4 electrode. The amplitudes of N2 were more negative for short than long interval condition for all the electrode when the target appeared at the expected moment (see Figure 4.4); the amplitudes of N1 were more negative for short than long interval condition for all the electrodes except P3 and P4.
electrode when the target appeared late than expected (see Figure 5.5).

Separately analyses for each electrode also showed a main effect of foreperiod \([F (2, 24 = 6.7, p = 0.007, \eta^2 = 0.36)]\), with a significant quadratic trend \([F (1, 12 = 12.27, p = 0.004, \eta^2 = 0.51)]\) whilst no linear trend \([p = 0.07, \eta^2 = 0.25]\) at the C3, Cz electrodes during short interval conditions (see Figure 5.8c).

*Figure 5.4. Grand average ERPs elicited by target stimuli in the short (solid lines) and the long interval (dotted lines) at the expected foreperiod conditions. The electrode configuration is shown on right top, with the presented electrodes marked black. All tracings are aligned with respect to a 0-50 ms baseline. The arrows pointing the N1 and N2 potential mark a significant difference between the mean amplitude of the N1 and N2 for short and long interval condition. Negativity is up.*
Figure 5.5. Grand average ERPs elicited by target stimuli in the short (solid lines) and the long interval (dotted lines) at the late foreperiod conditions. The electrode configuration is shown on right top, with the presented electrodes marked black. All tracings are aligned with respect to a 0-50 ms baseline. The arrows pointing the N1 and N2 potential mark a significant difference between the mean amplitude of the N1 and N2 for short and long interval condition. Negativity is up.
Figure 5.6. Grand average ERPs elicited by target stimuli in the early (gray lines), expected (black lines) and the late foreperiod (dotted lines) during the short interval conditions. The electrode configuration is shown on right top, with the presented electrodes marked black. All tracings are aligned with respect to a 0-50 ms baseline. Negativity is up.
Figure 5.7. Grand average ERPs elicited by target stimuli in the early (gray lines), expected (black lines) and the late foreperiod (dotted lines) during the long interval conditions. The electrode configuration is shown on right top, with the presented electrodes marked black. All tracings are aligned with respect to a 0-50 ms baseline. Negativity is up.
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Figure 5.8. Grand average ERPs elicited by target stimuli in the early (gray lines), expected (black lines) and the late foreperiod (dotted lines) during the short interval conditions. a. Over F3, Fz, C3, Cz electrodes, there was a linear effect of foreperiod in
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the 78-118 ms time range. b. In the 158 – 198 ms time range, there was a linear effect of foreperiod at the P4 electrode and a quadratic effect of foreperiod over Fz and Cz electrodes. c. Over the C3 and Cz electrodes, there was a quadratic effect of foreperiod in the 216 – 256 ms time range. All tracings are aligned with respect to a 0-50 ms baseline. Error bars are standard error of the mean and y-axes show amplitudes of ERPs in microvolt (μV).

Figure 5.9. Grand average ERPs elicited by target stimuli in the early (gray lines), expected (black lines) and the late foreperiod (dotted lines) during the short interval conditions. a. Over F3, Fz, C3, Cz electrodes, there was a linear effect of foreperiod in the 78-118 ms time range. b. In the 158 – 198 ms time range, there was a linear effect of foreperiod at the P4 electrode. All tracings are aligned with respect to a 0-50 ms baseline. Error bars are standard error of the mean and y-axes show amplitudes of ERPs in microvolt (μV).
5.4 Discussion

Behavioural results with faster RT at the expected moment compared to early and late foreperiod, confirmed our previous founding of U-shaped expectancy profile for both rhythm-based and symbolic cued temporal expectation (Figure 5.2). Moreover, the asymmetric U-shaped curve seem to provide the evidence that both temporal orienting effect (symbolic cued) and foreperiod effect were observed in this temporal expectation processing. In addition, faster RT during the short interval than the long interval, also consistent with our previous studies.

In the N1 time range, there was a main effect of interval with a larger N1 in the short compared to the long interval condition (Figure 5.4). It has been repeatedly shown that the auditory N1 is enhanced for sounds presented at an attended time point [114, 116-118]. The current results may reflect the increase attention focusing at the shorter interval expectation, verified our behavioral results with faster RT during the short compared to long interval condition. Furthermore, in the N1 time range, there was also evidence of a process relating to the foreperiod effect, with a linear increase in amplitude from early to late foreperiod. This effect was presented over left frontal and central regions, during both short and long interval condition, consist with the earlier studies reported an enhanced auditory N1 with increasing interstimulus interval [119-121], Moreover, previous studies proposed a linear increase of N1 amplitudes from early to late stimuli restricted to the left hemisphere, related to the recovery of the N1 with elapsing time, reflect the constant updating temporal expectation online with the passage of time, associated with the foreperiod effect, we confirmed these proposition [120, 122].

Temporal orienting effect was not observed in the N1 time range (Figure 5.8), in accordance with the previous founding, that the enhanced N1 could be only observed
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in filter paradigms (only attended stimuli require a response), rather than probabilistic cuing paradigms (both attended and unattended stimuli require a response). As in the probabilistic cuing paradigms, the participants had to divide attention between cued expected and unexpected moment, however, filter tasks allowed for a strict focusing of attention to the cued time point. Thus, difference in attention to the cued compared to uncued moment was larger in the filter paradigms, has been suggested result in earlier processing levels affected [123, 124]. Although in earlier studies reported larger effects of temporal orienting when temporal expectation was manipulated between blocks [21], further observed a modulation of N1 processing even in probabilistic cuing paradigms [101], however, in our present study, 60% expected trials, 40% unexpected trial, a less pronounced bias toward the expected moment compared to the earlier studies, may result in no modulation of the early processing.

In the following P2 time range the foreperiod effect was observed at right posterior area during both short and long interval conditions (Figure 5.8 and Figure 5.9). Moreover, Temporal orienting effect was also observed as a U-shaped pattern with enhanced P2 for expected compared to early or late foreperiod at frontal and central areas during short interval conditions. Only a few studies explored the temporal orienting effects on the auditory P2. The present study confirms these latter results. There have only been a few studies explored temporal orienting and foreperiod effect on the P2 component. Alexander Jones et al., found temporal expectancy effect with U-shaped pattern results that smaller P2 for synchronic target to out of synchrony target at posterior areas, also found foreperiod effect with linear increased amplitude from early to late target at central and posterior electrodes [125]. On the contrary Sanabria et al., found an enhanced P2 for synchrony compared to out of synchrony target [79]. The present study confirms the latter results.
The main effect of interval with a larger N2 in the short compared to long interval was also observed at the N2 time range (Figure 5.8). Temporal orienting effect was also observed as a U-shaped pattern with a smaller N2 in the expected compared to early or later foreperiod at the left-central areas during short interval conditions. Consist with the previous studies showed invalid targets elicited larger N2, which linked to a response inhibition process [90]. Griffin et al., 2002 (experiment 2) replicated the previous founding with enhanced N2 at the unattended target [113]. The analogous findings were also observed in the following serious studies [9, 101], with smaller N2 in valid relative to invalid early trials, considered as reflecting conflict detection [126-129]. In this process, conflict detection between the expected and the actual target appearance moment, a reconfiguration of the system was followed to adapt performance to the unexpected situation. Thus, N2 enhanced by a sudden target occur at unexpected moment; N2 attenuated by expected target, which could prevent conflict detection. In addition, the distribution of the N2 effect in the present study was central, as opposed to the posterior distribution for the attended target [113], and anterior negative potentials in the Go/No go task, which participants have to respond to “Go” target and inhibit responses to “No go” target [128]. This suggests that different neural processes are active in these situations, and the functional significance of this N2 effect still awaits clarification.

5.5 Conclusion

Behavioural results observed both temporal orienting and foreperiod effect, with faster responses at the expected and late compared to early foreperiod, but no difference between expected and late foreperiod during both short and long interval conditions. Crucially, ERPs showed evidence of two distinct temporal expectation processes, as the two forms of temporal expectation seem to affect different stages of stimulus processing,
foreperiod effect affects processing earlier than the expectation based on symbolic cues. Furthermore, this study shows that temporal expectation driven by symbolic cues and passage of time can work in parallel with distinguishable neural signatures.
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6.1 General conclusions

The current thesis includes four experiment studies. The first experiment is a leading of the thesis, investigating different neural mechanisms underlying temporal expectation driven by fast and slow rhythm by fMRI. The second experiment evaluate the effect of ISI length on temporal expectancy profiles for rhythm-based temporal expectation. The third experiment, further examined whether temporal expectation driven by rhythmic cues differ from that driven by symbolic cues, based on the behavioural data, the distinction was found between the two forms of temporal expectations. In the results of experiment 2 and 3, we found the temporal expectation driven by rhythmic cues and symbolic cues could be further updating by the passage of time. In the fourth experiment, we investigated the relationships between the temporal expectation driven by symbolic cues and the passage of time by ERP, examined whether they can work in parallel and have distinguishable neural signature.

Chapter 2 Direct comparison of fast rhythm manipulated according to a brief 500 ms inter-stimulus interval (ISI), and slow rhythm with a long 1700ms ms ISI, showed significantly greater activity of left hemisphere insula and left middle frontal gyrus (MFG) when temporal expectation driven by fast rhythm, but bilateral middle temporal gyrus (MTG), Superior frontal gyrus (SFG), left inferior temporal gyrus (ITG), and right caudate were more active when temporal expectation driven by slow rhythm. Revealed distinct neural mechanisms of fast and slow rhythmic temporal expectations.

Chapter 3 verified a U-shaped TEPs for the rhythm-based temporal expectation task.
These TEPs were asymmetrical during the 500 ms and 1500 ms ISI conditions and gradually became symmetrical as the ISI became longer. These results indicated that although regular rhythms generated the temporal expectation effect creating a U-shaped TEP, the temporal expectations were further updated as time passed, which is known as the hazard function, leading to asymmetry. Moreover, the effect of the hazard function seemed to be attenuated as ISI increased. In addition, RT was also progressively slower with the increased ISI, suggesting that rhythm perception is limited; as ISI increased, rhythmic organization tended to collapse and could not predict upcoming event onset time, resulting in less stable synchronization performance.

Chapter 4 verified U-shaped TEPs for both rhythmic and symbolic cued temporal expectation tasks. Moreover, by directly compared rhythmic and symbolic cued temporal expectation by means of a single experimental design. The results showed larger cueing effects for rhythmic cued task compared to symbolic cued task at the short standard interval, indicating that rhythmic cues more reliable and effective in optimizing behavioral performance. Crucially, no difference was found between the two forms of temporal expectation during the long interval, revealing that the behavioral differences between temporal expectations triggered by rhythmic and symbolic cues were likely to diminish as the time interval increased. Overall, we propose that it is difficult to affirm whether temporal expectations driven by rhythmic and symbolic cues have the same or different mechanisms, the distinction between the two forms of temporal expectation will change with timescales.

Chapter 5 Described the relationship between temporal expectation driven by symbolic cues and the passage of time. The behavioural results observed both temporal orienting and foreperiod effect, with faster responses at the expected and late compared to early foreperiod, but no difference between expected and late foreperiod during both
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short and long interval conditions. Crucially, ERPs showed evidence of two distinct
temporal expectation processes, as the two forms of temporal expectation seem to affect
different stages of stimulus processing, foreperiod effect affects processing earlier than
the expectation based on symbolic cues. Furthermore, the results suggested that
temporal expectation driven by symbolic cues and passage of time can work in parallel
with distinguishable neural signatures.

6.2 Future projections

Firstly, the current results of the thesis the results showed foreperiod effect, but no
temporal orienting effect observed in the N1 time range, revealed that temporal
expectation driven by passage of time processing earlier than the expectation based on
symbolic cues. One conceivable assumption is that a less pronounced bias toward the
expected moment (60%) may result in no modulation of the early processing. Therefore,
one of the important challenges for the future studies is investigating the effect of
expected probability on the stages of stimulus processing affect by the two forms of
temporal expectation.

Additionally, the current studies examined the neural mechanisms underlying three
kinds of temporal expectation across millisecond to second time scale limited to young
adults, future studies will focus on development trajectory of temporal expectation
across the life span to uncover the neural mechanism underlying different types of
temporal expectations. Additionally, another important challenge is to extend the current
study to special populations (e.g. patients with Mild cognitive impairment, and
Alzheimer's disease) to provide important basis for the early clinical detection and
rehabilitation of special brain disease.
Appendix

Simple Introduction of EEG Apparatus

The BrainAmp MR plus was manufactured by BrainProduct Inc., Germany. This amplifier is a compact solution for neurophysiology research that can be combined with other units within the same product family to cover a vast range of possible application areas. This fully portable solution can be used for standard EEG/ERP recordings and can also be placed inside of the MRI bore for simultaneous EEG/fMRI acquisitions (Figure A1).

Thanks to its 5 kHz sampling rate per channel, the BrainAmp can be used to record EEG, EOG, and EMG signals as well as evoked potentials with a frequency up to 1 kHz. The 16-bit TTL trigger input allows the detection of a large number of markers from visual, acoustic, electrical, magnetic or other stimulation modalities. The BrainAmps can be used both with passive and active electrodes offering a great degree of flexibility.

The 32 channel units can be stacked to expand the number of channels up to 256 and combined with the BrainAmp ExG to record EEG, EOG, EMG, ECG, GSR (Galvanic Skin Response) and many other types of bipolar and auxiliary signals.
Figure A1. EEG amplifier of BrainAmp MR plus
## Table A1. Technical specifications of BrainAmp MR plus

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Channels per unit</td>
<td>32</td>
</tr>
<tr>
<td>Max. Number of channels</td>
<td>128</td>
</tr>
<tr>
<td>Reference Type</td>
<td>unipolar</td>
</tr>
<tr>
<td>MR-compatibility</td>
<td>Yes (for scanners up to 4 Tesla)</td>
</tr>
<tr>
<td>Bandwidth [Hz]</td>
<td>DC - 1000</td>
</tr>
<tr>
<td>High Pass Filter [Hz]</td>
<td>0.016 / 10 s AC or DC switchable</td>
</tr>
<tr>
<td>Low Pass Filter [Hz]</td>
<td>1000 / 250 switchable</td>
</tr>
<tr>
<td>Input Noise [μVpp]</td>
<td>≤ 1</td>
</tr>
<tr>
<td>Input Impedance [MΩ]</td>
<td>10 / 10000</td>
</tr>
<tr>
<td>Input Measurement Ground / reference</td>
<td>Yes</td>
</tr>
<tr>
<td>A/D-C [bit]</td>
<td>16</td>
</tr>
<tr>
<td>A/D-Rate [Hz]</td>
<td>5000</td>
</tr>
<tr>
<td>Max. Sampling Frequency [Hz]</td>
<td>5000</td>
</tr>
<tr>
<td>Offset Compatibility [mV]</td>
<td>± 300</td>
</tr>
<tr>
<td>Operating Range [mV]</td>
<td>selectable: ±3.2768; ±16.384; ±327.68</td>
</tr>
<tr>
<td>Resolution [μV]</td>
<td>selectable: 0.1; 0.5; 10.0</td>
</tr>
<tr>
<td>CMRR [dB]</td>
<td>≥ 110</td>
</tr>
<tr>
<td>TTL Trigger Input [bit]</td>
<td>16</td>
</tr>
<tr>
<td>Synchronized Digital Trigger Input [bit]</td>
<td>up to 16</td>
</tr>
<tr>
<td>Max. Power Consumption [mA]</td>
<td>160</td>
</tr>
<tr>
<td>Power Supply</td>
<td>rechargeable Battery</td>
</tr>
<tr>
<td>Signal Transmission</td>
<td>optical</td>
</tr>
<tr>
<td>PC Interface</td>
<td>PCI, USB 2.0</td>
</tr>
<tr>
<td>Deblocking Function</td>
<td>Yes</td>
</tr>
<tr>
<td>Blocking of Unused Channels</td>
<td>Yes</td>
</tr>
<tr>
<td>Safety</td>
<td>Twin Fiber optical Transmission</td>
</tr>
<tr>
<td></td>
<td>Protection Class II, Type BF</td>
</tr>
<tr>
<td></td>
<td>IEC EN 60601</td>
</tr>
<tr>
<td></td>
<td>EMC tested, electrically safe</td>
</tr>
<tr>
<td>Classification to MDD 93/42/EEC</td>
<td>Class IIa</td>
</tr>
<tr>
<td>Dimensions H x W x D [mm]</td>
<td>68 x 160 x 187</td>
</tr>
<tr>
<td>Weight [kg]</td>
<td>1.1</td>
</tr>
</tbody>
</table>
The current thesis adapted 32 electrodes of this apparatus. The location and name of each channel that the present study was used is displayed in Figure A2.

Figure A2. The locations and names of each electrode.
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