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1. Introduction. A positive integer \( d \) is said to be a divisor of the first order of the integer \( n \) if \( d \) is a divisor of \( n \). We write \( d|_1n \) to denote that \( d \) is a first order divisor of \( n \). By \( (a, b)_1 \) we mean the largest divisor of \( a \) which is a first order divisor of \( b \). Clearly, this is simply the G.C.D. of \( a \) and \( b \). We say \( d \) is a second order divisor of \( n \), written \( d|_2n \), if \( \left( \frac{n}{d}, d \right)_1 = 1 \). Clearly, the second order divisors of \( n \) are simply the unitary divisors of \( n \).

Similarly, for \( r \geq 2 \), we say \( d \) is an \( r \)th order divisor of \( n \), written \( d|_rn \), if \( \left( \frac{n}{d}, d \right)_{r-1} = 1 \). By \( (a, b)_r \) we mean the largest divisor of \( a \) which is an \( r \)th order divisor of \( b \). Clearly,

\[
(a, b)_r = \max \left\{ c \mid c|_1a, c|r b \right\}.
\]

Motivated by the concept of semi-unitary divisors introduced by the first author [3] and that of bi-unitary divisor introduced by D. Suryanarayana [9], Alladi [1] recently introduced the notion of the \( r \)th order divisors. Among other things, he obtained asymptotic formulae for the summatory functions of \( \tau_r(n) \), \( \phi_r(n) \), \( \sigma_{r,1}(n) \) and \( \sigma^*_{r,1}(n) \) defined respectively by

\[
\tau_r(n) = \sum_{d|_rn} 1, \quad \phi_r(n) = \sum_{\substack{1 \leq d \leq n \\left( d, n \right)_r = 1}} 1
\]

\[
\sigma_{r,1}(n) = \sum_{d|_rn} d^k, \quad \sigma^*_{r,1}(n) = \sum_{d|_rn} \left( \frac{n}{d} \right)^k.
\]

He proved that

\[
\sum_{n \leq x} \tau_r(n) = A_r x \log x + O(x), \tag{1.1}
\]

\[
\sum_{n \leq x} \phi_r(n) = B_r x^2 + O(x^{3/2+\varepsilon}), \text{ for each } \varepsilon > 0, \tag{1.2}
\]

\[
\sum_{n \leq x} \sigma_{r,1}(n) = C_{r,1} x^{k+1} + O(x^{k+1/2}) \tag{1.3}
\]

and

\[
\sum_{n \leq x} \sigma^*_{r,1}(n) = D_{r,1} x^{k+1} + O(x^{k+1/2}) \tag{1.4}
\]
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where \( k \geq 1 \) is an integer and \( A_r, B_r, C_{r,k} \) and \( D_{r,k} \) are certain positive constants.

The purpose of this paper is to obtain the above asymptotic formulae with substantially better estimates for the error terms. In fact, we prove

\[
\sum_{n \leq x} \tau_r(n) = A_r x \log x + A'_r x + O(x^{1/2}) \tag{1.1} \\
\sum_{n \leq x} \phi_r(n) = B_r x^2 + O(x \log^2 x) \tag{1.2} \\
\sum_{n \leq x} \sigma_{r,k}(n) = \frac{C_{r,k}}{k+1} x^{k+1} + E_k(x) \tag{1.3}
\]

where

\[
E_k(x) = \begin{cases} 
O(x^{\max(1,k)}), & \text{if } 0 < k \neq 1 \\
O(x^{1+\epsilon}), & \text{for each } \epsilon > 0, \text{ if } k = 1.
\end{cases}
\]

\[
\sum_{n \leq x} \sigma_{r,k}(n) = \begin{cases} 
(1-k) C_{r,-k} x + O(x^{\max(0,1+k)}), & \text{for } -1 \neq k < 0 \\
(1-k) C_{r,-k} x + O(x^{\epsilon}), & \text{for each } \epsilon > 0, \text{ for } k = -1
\end{cases}
\]

\[
\sum_{n \leq x} \sigma^*_r(n) = \frac{C_{r,k}}{k+1} x^{k+1} + F_k(x) \tag{1.4}
\]

where

\[
F_k(x) = \begin{cases} 
O(x^{\max(1,k)}), & \text{if } k > 0, k \neq 1; \\
O(x^{1+\epsilon}), & \text{for each } \epsilon > 0, \text{ if } k = 1.
\end{cases}
\]

\[
\sum_{n \leq x} \sigma^*_r(n) = (1-k) C_{r,-k} x + G_k(x)
\]

where

\[
G_k(x) = \begin{cases} 
O(\log x), & \text{if } k < -1; \\
O(x^{1+k}), & \text{if } 0 > k > -1; \\
O(x^{\epsilon}), & \text{for each } \epsilon > 0, \text{ if } k = -1
\end{cases}
\]

where \( A_r, A'_r, B_r, C_{r,k} \) are given by (3.7), (3.8), (4.7) and (5.4) of this paper.

We remark that our methods are entirely different from those of Alladi and are simpler and direct. Also our expressions for the constants \( A_r, B_r \) etc. are more explicit.

2. Preliminaries. Let \( \{F_n\} \) be the Fibonacci sequence given by

\[
F_0 = 0, F_1 = 1, F_n = F_{n-1} + F_{n-2} \text{ for } n \geq 2;
\]

and \( l(y) \) and \( l^*(y) \) be respectively the smallest integer \( > y \) and \( \geq y \). Further, let

\[
f_r(x) = \lfloor \frac{F_{r-1}}{F_r} x \rfloor \text{ for } r \equiv 1 \pmod{2}, \tag{2.2}
\]

\[
f_r(x) = \lceil \frac{F_{r-1}}{F_r} x \rceil \text{ for } r \equiv 0 \pmod{2}. \tag{2.3}
\]
Alladi proved that (cf. [1], Theorem 1), if \( n = \prod_{i=1}^{s} p_i^{\beta_i} \) is the canonical representation of \( n \) as a product of prime powers, and if \( d = \prod_{i=1}^{s} p_i^{\beta_i} \) divides \( n \), then \( d \mid n \) if and only if
\[ \beta_i = 0 \text{ or } f_r(a_i) \leq \beta_i \leq a_i, \quad 1 \leq i \leq s; \]
further, he proved (cf. [1], (2.7), Theorem 3, and (2.8)) that
\[
\tau_r(n) = \prod_{i=1}^{s} (a_i - f_r(a_i) + 2);
\]
\[
\phi_r(n) = n \prod_{i=1}^{s} \left( 1 - \frac{1}{p_i^{f_r(a_i)}} \right);
\]
and for real \( k \)
\[
\sigma_{r,k}(n) = \prod_{i=1}^{s} \left( 1 + p_i^{k f_r(a_i)} + p_i^{k (f_r(a_i) + 1)} + \cdots + p_i^{k a_i} \right).
\]

We shall also need the Möbius function \( \mu(n) \), Euler totient function \( \phi(n) \), and \( \sigma_k(n) = \sum_{d \mid n} d^k \). For \( s > 1 \), let \( \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \). It is well known that (cf. [6], Theorems 280, 287, 288, 289 and 291)
\[
\zeta(s) = \prod_{p} \left( \frac{1}{1 - \frac{1}{p^s}} \right), \quad s > 1;
\]
\[
\sum_{n=1}^{\infty} \frac{\mu(n)}{n^s} = \frac{1}{\zeta(s)}, \quad s > 1;
\]
\[
\sum_{n=1}^{\infty} \frac{\phi(n)}{n^s} = \frac{\zeta(s-1)}{\zeta(s)}, \quad s > 2;
\]
\[
\sum_{n=1}^{\infty} \frac{\tau(n)}{n^s} = \zeta^2(s), \quad s > 1;
\]
\[
\sum_{n=1}^{\infty} \frac{\sigma_k(n)}{n^s} = \zeta(s) \zeta(s-k), \quad s > \max(1, k+1).
\]

**Lemma 2.1** (cf. [6], Theorem 320, and p. 272).
\[ \sum_{n \leq x} \tau(n) = x \log x + (2\gamma - 1)x + O(x^{\theta}) \]
where \( \gamma \) is the Euler's constant and \( 1/4 < \theta < 1/2 \).

**Remark 2.1.** We shall need the above only with \( \theta < 1/2 \).
Lemma 2.2 (cf. [6], Theorem 330).
\[
\sum_{n \leq x} \phi(n) = \frac{3x^2}{\pi^2} + O(x \log x).
\]

Lemma 2.3 (cf. [2], Section 3.6).
\[
(2.12) \quad \sum_{n \leq x} \sigma_k(n) = \begin{cases} 
\frac{k(k+1)}{k+1} x^{k+1} + O(x \log x), & \text{if } k=1, \\
O(x^{\max(1,k)}), & \text{if } 0 < k \neq 1.
\end{cases}
\]
\[
(2.13) \quad \sum_{n \leq x} \sigma_k(n) = \begin{cases} 
\frac{k\log k}{k+1} x + O(\log x), & \text{if } k = -1, \\
O(x^{\max(0,1+k)}), & \text{if } -1 \neq k < 0.
\end{cases}
\]

Lemma 2.4 (cf. [7], Section 157; q=2).
\[
\sum_{n \leq x} \mu(n) = O\left(\frac{x}{(\log x)^2}\right).
\]

Lemma 2.5. If \(g(n)\) is multiplicative and \(\prod_p \left\{ \sum_{m=0}^{\infty} |g(p^m)| \right\}\) converges, then \(\sum_{n=1}^{\infty} g(n)\) converges absolutely and
\[
\sum_{n=1}^{\infty} g(n) = \prod_p \left\{ \sum_{m=0}^{\infty} g(p^m) \right\}.
\]

This is well known.

Lemma 2.6.
\[
\begin{align*}
f_r(1) &= 1 \quad \text{for all } r; \\
f_r(2) &= \begin{cases} 
1 & \text{for } r = 1, \\
2 & \text{for } r \geq 2;
\end{cases} \\
f_r(3) &= \begin{cases} 
1 & \text{for } r = 1, \\
3 & \text{for } r = 2, \\
2 & \text{for } r \geq 3.
\end{cases}
\end{align*}
\]

Proof. Follows easily from (2.1), (2.2) and (2.3).

Lemma 2.7. For each prime \(p\),
\[
\begin{align*}
\tau_r(p) &= 2 \quad \text{for all } r; \\
\tau_r(p^2) &= \begin{cases} 
3, & \text{for } r = 1, \\
2, & \text{for } r \geq 2; \\
4, & \text{for } r = 1
\end{cases}; \\
\tau_r(p^3) &= \begin{cases} 
2, & \text{for } r = 2, \\
3, & \text{for } r \geq 3.
\end{cases}
\end{align*}
\]
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Proof. Follows easily from (2.4) and Lemma 2.6.

Finally, we shall be using Vinogradv's notation. We recall \( f \ll g \) means the same as \( f(x) = O(g(x)) \).

3. Proof of (1.1)*. Clearly Lemma 2.1 gives (1.1)* in case \( r = 1 \) and we refer to Gioia and Vaidya [5] for the case \( r = 2 \). So let \( r \geq 3 \). Clearly \( \tau_r(n) \) is multiplicative and \( \tau_r(n) \leq \tau(n) = O(n^\epsilon) \) for all \( \epsilon > 0 \). Hence the series \( \sum_{n=1}^{\infty} \tau_r(n) n^{-s} \) converges absolutely for each \( s > 1 \) and so can be expanded into an infinite product of Euler type (cf. [6], Theorem 286). Thus by Lemma 2.8 and (2.10)

\[
\sum_{n=1}^{\infty} \tau_r(n) n^{-s} = \prod_p \left\{ 1 + \frac{2}{p^s} + \frac{2}{p^{2s}} + \frac{3}{p^{3s}} + \cdots \right\} \\
= \xi^2(s) \prod_p \left\{ \left( 1 + \frac{2}{p^s} + \frac{2}{p^{2s}} + \frac{3}{p^{3s}} + \cdots \right) \left( 1 - \frac{2}{p^s} + \frac{1}{p^{2s}} \right) \right\} \\
= \xi^2(s) \prod_p \left\{ 1 - \frac{1}{p^{2s}} + \frac{1}{p^{3s}} + \cdots \right\} \\
= \left( \sum_{n=1}^{\infty} \frac{\tau(n)}{n^s} \right) \left( \sum_{n=1}^{\infty} \frac{S(n)}{n^s} \right).
\]

say. Also

\[
\sum_{n=1}^{\infty} \frac{S(n)}{n^s} = \prod_p \left\{ 1 - \frac{1}{p^{2s}} + \frac{1}{p^{3s}} + \cdots \right\} \\
= \frac{1}{\xi(2s)} \prod_p \left\{ \left( 1 - \frac{1}{p^{2s}} + \frac{1}{p^{3s}} + \cdots \right) \left( 1 - \frac{1}{p^{2s}} \right)^{-1} \right\} \\
= \frac{1}{\xi(2s)} \prod_p \left\{ 1 + \frac{1}{p^{3s}} + \cdots \right\} \\
= \left( \sum_{n=1}^{\infty} \frac{\mu(n)}{n^{2s}} \right) \left( \sum_{n=1}^{\infty} \frac{T(n)}{n^s} \right)
\]

say. Now by Lemma 2.5, we infer that \( \sum_{n=1}^{\infty} T(n) n^{-s} \) converges absolutely for \( s > 1/3 \) and as such for each \( \epsilon > 0 \), and as \( n \to \infty \)

\[
\sum_{n \leq x} \frac{|T(n)|}{n^{1/3+\epsilon}} = O(1).
\]

Hence by the Theorem of partial summation (cf. [6], Theorem 421)

\[
\sum_{n \leq x} |T(n)| = O(x^{1/3+\epsilon}).
\]

Consequently by (3.2) and Lemma 2.4
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\[ \sum_{n \leq x} S(n) = \sum_{\delta \leq x} \sum_{d \leq \delta} \mu(d) T(\delta) \]
\[ = \sum_{\delta \leq x} T(\delta) \sum_{d \leq \delta/x} \mu(d) \ll \sum_{\delta \leq x} \frac{|T(\delta)| (x/\delta)^{1/2}}{\log \frac{2x}{\delta}^2} \]
\[ = \sum_{n \leq x} |T(n)| (x/n)^{5/12} \frac{(x/n)^{1/12}}{\log \frac{2x}{n}^2} \ll \frac{x^{1/12}}{(\log 2x)^2} \sum_{n \leq x} \frac{|T(n)|}{n^{5/12}} \ll \frac{x^{1/12}}{(\log 2x)^2} \]

(3.3)

since \( \frac{x^{1/12}}{(\log 2x)^2} \) is increasing and the series \( \sum_{n=1}^{\infty} \frac{T(n)}{n^s} \) converges absolutely for \( s > 1/3 \).

Again, by partial summation, it is easily seen that

\[ \sum_{n \leq x} \frac{S(n)}{n} = O\left( \frac{1}{x^{1/2} \log^2 x} \right). \]

(3.4)

and

\[ \sum_{n \leq x} \frac{S(n) \log n}{n} = O\left( \frac{1}{x^{1/2} \log x} \right). \]

(3.5)

Also by (3.2),

\[ \sum_{n \leq x} |S(n)| \leq \sum_{n \leq x} \sum_{\delta \leq x} |\mu(d)| |T(\delta)| \]
\[ \leq \sum_{\delta \leq x} |T(\delta)| \sum_{d \leq \delta/x} 1 \leq x^{1/2} \sum_{\delta \leq x} \frac{|T(\delta)|}{\delta^{1/2}} \]
\[ = O(x^{1/2}). \]

(3.2)

since the series \( \sum_{n=1}^{\infty} \frac{|T(n)|}{n^{1/2}} \) converges. Again by partial summation, we have for any \( \theta < 1/2 \)

\[ \sum_{n \leq x} \frac{|S(n)|}{n^\theta} = O(x^{1/2-\theta}). \]

(3.6)

Now by (3.1), Lemma 2.1, Remark 2.1, (3.4), (3.5) and (3.6)

\[ \sum_{n \leq x} r(n) = \sum_{\delta \leq x} r(d) S(\delta) = \sum_{\delta \leq x} S(\delta) \sum_{d \leq \delta/x} r(d) \]
\[ = \sum_{\delta \leq x} S(\delta) \left\{ \left( \frac{x}{\delta} \right) \log \frac{x}{\delta} + (2\gamma - 1) \left( \frac{x}{\delta} \right) + O\left( \left( \frac{x}{\delta} \right)^{\theta} \right) \right\} \]
\[ = x \left\{ \log x + (2\gamma - 1) \right\} \left\{ \frac{\sum_{n=1}^{\infty} S(n)}{n} \right\} \]
\[ - x \left\{ \sum_{n \leq x} \frac{S(n) \log n}{n} - \sum_{n \leq x} \frac{S(n) \log n}{n} \right\} + O\left( x^{\theta} \sum_{n \leq x} \frac{|S(n)|}{n^{\theta}} \right) \]
\[ = A_r x \log x + A'_r x + O(x^{1/2}). \]
where

\begin{equation}
A_r = \sum_{n=1}^{\infty} S(n) \frac{1}{n} = \prod_p \left\{ \left(1 - \frac{1}{p}\right)^2 \left( \sum_{m=0}^{\infty} \frac{r_r(p^m)}{p^m} \right) \right\}
\end{equation}

and

\begin{equation}
A'_r = (2\gamma - 1) \sum_{n=1}^{\infty} \frac{S(n) \log n}{n} - \sum_{n=1}^{\infty} \frac{S(n) \log n}{n}
\end{equation}

and this proves (1.1)* in case \( r \geq 3 \).

4. Proof of (1.2)*. Lemma 2.1 gives (1.2)* for \( r = 1 \) and we refer to E. Cohen [4] for the case \( r = 2 \). Let then \( r \geq 3 \). Since \( \phi_r(n) \leq n \) for all \( n \), the series \( \sum_{n=1}^{\infty} \frac{\phi_r(n)}{n^s} \) converges absolutely for all \( s > 2 \). Also since \( \phi_r(n) \) is multiplicative, we have by Euler's infinite product factorization theorem and Lemma 2.5,

\begin{align}
\sum_{n=1}^{\infty} \frac{\phi_r(n)}{n^s} &= \prod_p \left\{ 1 + \sum_{m=1}^{\infty} \frac{\phi_r(p^m)}{p^{ms}} \right\} \\
&= \frac{\zeta(s-1)}{\zeta(s)} \prod_p \left\{ 1 + \sum_{m=1}^{\infty} \frac{\phi_r(p^m)}{p^{ms}} \right\} \left\{ 1 - \frac{1}{p^{s-1}} \right\} \left\{ 1 - \frac{1}{p^2} \right\}^{-1} \\
&= \frac{\zeta(s-1)}{\zeta(s)} \prod_p \left\{ 1 + \sum_{m=1}^{\infty} \frac{\phi_r(p^m)}{p^{ms}} \right\} \prod_p \left\{ 1 - (p-1) \sum_{m=1}^{\infty} \frac{1}{p^{ms}} \right\} \\
&= \frac{\zeta(s-1)}{\zeta(s)} \sum_{n=1}^{\infty} \frac{U(n)}{n^s} \\
\end{align}

say. Now, using (2.5) we obtain, after some calculation

\begin{equation}
\sum_{n=1}^{\infty} \frac{U(n)}{n^s} = \prod_p \left( 1 + \sum_{m=1}^{\infty} \frac{\alpha_m}{p^{ms}} \right), \text{ where}
\end{equation}

\begin{equation}
\alpha_m = 1 + (p-1)(p^{m-1} - f_r(m-1) + p^{m-2} - f_r(m-2) + \cdots + p^{1-f_r(1)} - p^{m-f_r(m)})
\end{equation}

Now, since \( \alpha_1 = 0 \), \( \alpha_2 = \alpha_3 = p - 1 \), we have

\begin{align}
\frac{1}{\zeta(2s-1)} \sum_{n=1}^{\infty} \frac{U(n)}{n^s} &= \prod_p \left( 1 + \sum_{m=1}^{\infty} \frac{\alpha_m}{p^{ms}} \right) \prod_p \left( 1 - \frac{p}{p^{2s}} \right) \\
&= \prod_p \left\{ 1 - \frac{1}{p^{2s}} + \frac{p-1}{p^{2s}} + \sum_{m=4}^{\infty} \frac{\alpha_m - p\alpha_{m-2}}{p^{ms}} \right\} \\
&= \sum_{n=1}^{\infty} \frac{V(n)}{n^s}.
\end{align}

say. Using the fact that \( f_r(a) \geq a/2 \), we have from (4.2) that for \( m \geq 4 \)
\[ |a_m - p^{m-2}| \leq (p - 1) \sum_{k=2}^{m-1} p^{k-f(k)} + p(p - 1) \sum_{k=1}^{m-3} p^{k-f(k)} \]
\[ \leq p \sum_{k=0}^{m-1} p^{k+2} + p^2 \sum_{k=0}^{m-3} p^{k+2} \]
\[ \leq \frac{2p^{(m+2)/2}}{p^{1/2} - 1} \leq C p^{(m+1)/2}. \]

C being a positive absolute constant. Hence the infinite product defining the series in (4.3) converges absolutely at least for \( s > 7/8 \). Thus

(4.4) \[ \sum_{n \leq x} \left| \frac{V(n)}{n^{s+\varepsilon}} \right| = O(1) \]

for each fixed \( \varepsilon > 0 \). Now by (4.3),

\[ \sum_{n=1}^{m} \frac{U(n)}{n^s} = \sum_{n=1}^{m} \frac{\eta}{n^s} \sum_{n=1}^{m} \frac{V(n)}{n^s} \]

so that

\[ U(n) = \sum_{d \mid n} dV(\delta). \]

Consequently, from (4.4).

(4.5) \[ \sum_{n \leq x} \left| \frac{U(n)}{n} \right| = O(\log x). \]

(4.6) \[ \sum_{n > x} \left| \frac{U(n)}{n^2} \right| = O\left( \frac{1}{x} \right). \]

Now, by (4.1) and (2.9),

\[ \sum_{n=1}^{\infty} \frac{\phi_r(n)}{n^s} = \sum_{n=1}^{\infty} \frac{U(n)}{n^s} \sum_{n=1}^{\infty} \frac{\phi(n)}{n^s} \]

and so

\[ \phi_r(n) = \sum_{d \mid n} U(d) \phi(\delta). \]

Hence, by Lemma 2.2, (4.5) and (4.6), we have

\[ \sum_{n \leq x} \phi_r(n) = \sum_{d \mid n} U(d) \phi(\delta) = \sum_{d \mid x} U(d) \sum_{\delta \mid x/d} \phi(\delta) \]
\[ = \sum_{d \mid x} U(d) \left[ \frac{3x^2}{\pi^2} \frac{1}{d^2} + O\left( \frac{x}{d} \log \frac{x}{d} \right) \right] \]
\[ = \frac{3x^2}{\pi^2} \sum_{n=1}^{\infty} \frac{U(n)}{n^2} + O\left( x^2 \sum_{d > x} \frac{|U(d)|}{d^2} \right) + O\left( x \log x \sum_{d \leq x} \frac{|U(d)|}{d} \right) \]
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\[ B_r x^2 + O(x \log^2 x) \]

where

\[ B_r = \frac{3}{r^2} \sum_{n=1}^{\infty} \frac{U(n)}{n^r} = \frac{1}{2} \prod_p \left\{ \left(1 - \frac{1}{p}\right) \left(\sum_{m=0}^{\infty} \frac{\phi(p^m) p^{-2m}}{p^m}\right) \right\}. \]

This completes the proof of (1.2)*.

5. **Proofs of (1.3)** and **(1.4)**. Clearly \( \sigma_{r,h}(n) \) is a multiplicative function of \( n \) and \( \sigma_{r,h}(n) = O(n^{\max(k,0)+\varepsilon}) \) for each \( \varepsilon > 0 \). Hence by Euler’s infinite product factorization theorem, (2.6) and (2.11) we have for \( s > \max(k,0)+1 \),

\[ \sum_{n=1}^{\infty} \frac{\sigma_{r,h}(n)}{n^s} = \prod_p \left\{ \sum_{m=0}^{\infty} \frac{\sigma_{r,h}(p^m)}{p^{ms}} \right\} \]

\[ = \zeta(s) \zeta(s-k) \prod_p \left\{ \sum_{m=0}^{\infty} \frac{\sigma_{r,h}(p^m)}{p^{ms}} \right\} \left(1 - \frac{1}{p^{s-k}}\right) \left(1 - \frac{1}{p^s}\right) \]

and this after a simple calculation is

\[ = \zeta(s) \zeta(s-k) \prod_p \left\{ 1 - \frac{p^k}{p^{s-k}} + \cdots \right\} \]

\[ = \sum_{n=1}^{\infty} \frac{\sigma_h(n)}{n^s} \sum_{n=1}^{\infty} \frac{W(n)}{n^s} \]

say, where the series on the extreme right of (5.1) converges absolutely for \( s > (k+1)/2 \). Thus, for each \( \varepsilon > 0 \)

\[ \sum_{n \leq x} \frac{|W(n)|}{n^{(k+1)/2+\varepsilon}} = O(1), \]

and by partial summation,

\[ \sum_{n \leq x} |W(n)| = O(x^{(k+1)/2+\varepsilon}). \]

Now (5.1) yields the identity

\[ \sigma_{r,h}(n) = \sum_{d \mid n} \sigma_h(d) W(d) \]

and the proof of (1.3)* follows on the same lines as in Section 4, except that now we make use of Lemma 2.3 and the needed results obtainable by partial summation from (5.3).

Also (1.4)* follows from (1.3)* by partial summation and the observation

\[ \sigma_{r,h}^*(n) = n^k \sigma_{r,-h}(n). \]

The constant \( C_{r,h} \) for \( k > 0 \) is given by
J. CHIDAMBARASWAMY and R. SITARAMACHANDRARAO

\[ C_{r,k} = \prod_p \left\{ \left( 1 - \frac{1}{p} \right) \left( \sum_{m=0}^{\infty} \frac{\sigma_{r,k}(p^m)}{p^{m(k+1)}} \right) \right\}. \]

We omit the details.
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